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Real-Time Physiconeural 
Solutions for MOCVD 
This paper presents an integrated physiconeural network approach for the modeling 
and optimization of a vertical MOCVD reactor. The basic concept is to utilize the 
solutions obtained from a physical model to build an accurate neural network ( NN) 
model The resulting model has the attractive features of  self-adaptiveness and speed 
of prediction and is an ideal starting tool for process optimization and control. 
Following this approach, a first-principles physical model for the reactor was solved 
numerically using the Fluid Dynamics Analysis Package ( FIDAP ). This transient 
model included property variation and thermodiffusion effects. Using software devel- 
oped in house, neural networks were then trained using FIDAP simulations for 
combinations of process parameters determined by the statistical Design of Experi- 
ments (DOE) methodology. The outputs were the average and local deposition rates. 
It is shown that the trained NN model predicts the behavior of the reactor accurately. 
Optimum process conditions to obtain a uniform thickness of the deposited film were 
determined and tested using the physical model The results demonstrate the power 
and robustness of NNs for obtaining fast responses to changing input conditions. A 
procedure for developing equipment models based on physiconeural network models 
is also described. 

1 Introduction 
Semiconductor heterojunctions with very small dimensions 

such as quantum wells (QWs) and quantum well wires 
(QWWs) have been attracting considerable attention because 
they open new ways for manufacturing high performance de- 
vices (Naganuma et al., 1990). Examples include single quan- 
tum well (SQW) and multi-quantum well (MQW) laser struc- 
tures that are finding applications in high-speed integrated optics 
and optical communications because of their significant superi- 
ority in performance over conventional double heterostructures 
(Cockerill et al., 1992; Ando and Fukui, 1989; Seshadri et al., 
1992). Device degradation is governed mainly by the abrupt- 
ness and uniformity of the interfaces between adjacent layers. 
Therefore, to grow quantum well structures, thin layers with 
precise thicknesses, abrupt doping profiles, and high quality 
heterojunctions are required. A commonly used technique for 
the manufacture of such semiconductor devices is Metal -Or-  
ganic Chemical Vapor Deposition (MOCVD). This technique 
is important as a process for growing such compound semicon- 
ductors since it allows the fabrication of the multilayer struc- 
tures by manipulating gas switching manifolds at the inlet of 
the reactor (Patnaik et al., 1989). 

Several researchers have developed mathematical models for 
different MOCVD reactor configurations in order to understand 
the flow and temperature patterns. The objective of the various 
mathematical models employed in numerical computations is 
to relate performance criteria such as growth rate, uniformity, 
and interface abruptness to process operating conditions such 
as pressure, temperature difference, reactant concentrations, ro- 
tation rate of susceptor, and reactor geometries (Durst et al., 
1992; Dilawari et al., 1990; Fotiadis et al., 1987; Stock and 
Richter, 1986). Dilawari and Szekely (1989) developed a math- 
ematical description for a MOCVD reactor with a rotating sub- 
strate, and observed that uniformity of the deposition in this 
system can be achieved only by carefully balancing forced and 
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natural convection and the depletion of the reactants. Kleijn 
(1991) developed two-dimensional and three-dimensional 
mathematical models for MOCVD of gallium arsenide in a 
horizontal reactor illustrating the influence of side wall tempera- 
tures, buoyancy-driven recirculating flows, and flow instabili- 
ties. A comprehensive review of transport phenomena in 
MOCVD is given by Jensen (1994). 

There is a vast body of literature on related thermal CVD. 
Some earlier studies are from Eversteyn et al. (1970), who 
developed a stagnation layer model for the epitaxial growth of 
silicon from silane in a horizontal reactor. Earlier models on 
silicon CVD (e.g., Berkman et al., 1978; Kusumoto et al., 1985; 
Ristorcelli and Mahajan, 1987) neglected contributions due to 
Soret, Dufour, and variable property effects, but it was shown 
later (Mahajan and Wei, 1991 ) that the Soret and variable prop- 
erty effects can be significant. In single-wafer Si CVD reactors 
the ideal hydrodynamic behavior is disturbed by buoyancy- 
driven mixed convection flows, edge effects, and influence of 
reactor walls (Evans and Grief, 1987a, b; Houtman et al., 1986; 
Fotiadis et al., 1990; Weber et al., 1990), necessitating the use 
of two- or three-dimensional models. For a most recent review 
on transport phenomena in CVD reactors, see Mahajan (1996). 

While these models have increased our understanding of the 
underlying physics of the process, their utility for real-time 
performance analysis and control is limited because of the large 
computational time required to simulate a run. The physical 
neural network modeling approach presented in this paper is an 
attractive alternative to mitigate this difficulty. It is shown that 
real-time predictions of growth rate and uniformity are possible 
using such models. A methodology for developing equipment 
models from physiconeural models is also described. These 
equipment models can then form a basis for process control. 

It is to be noted that the main focus of this paper is to 
demonstrate the attractive features of using physiconeural net- 
work models for the MOCVD reactor. Hence certain assump- 
tions have been made in the mathematical model to keep it 
simple. 

2 Mathematical Modeling of MOCVD 
A schematic of a vertical MOCVD reactor is shown in Fig. 

1. The carrier gas (H2) containing the reactants trimethylgallium 
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Schematic of a vertical MOCVD reactor 

( T M G a )  and arsene (ASH3) enters through the top of the reac- 
tor. A rotating graphite susceptor is placed perpendicular  to the 
flow of the reactants. The reaction takes place at the heated 
susceptor and GaAs is deposited as a result. A byproduct  of the 
reaction is methane  gas that flows out of the reactor along with 
hydrogen and unused reactants. 

For this cylindrical reactor geometry, the equations of conti- 
nuity, momentum,  energy, and mass for an incompressible,  
Boussinesq flow are as follows: 

Continuity: 

V . v = 0  (1)  

Motion: 

= - V p  - (V ' T)  + po(1 + / 3 ( T -  T0))g (2) 

where the stress tensor for Newtonian fluids is given by: 

r = - / ~ ( V v  + ( V v )  r )  (3)  

and p denotes the gas density, v the velocity, p the pressure, # 
the viscosity, and g the acceleration due to gravity. 

Energy: 

) pCp + v ' V T  = V ' ( k V T )  (4) 

where T denotes the absolute temperature, k the thermal conduc- 
tivity and cp the heat capacity at constant  pressure. 

Dilute Species Transport Equation: 

OXA 
p -~- + p(v" ~Xz) = ~" [DA11p~XA + DrV(ln T)] (5) 

where DAB is the diffusion coefficient of  T M G a  in hydrogen 
and Dr is the Soret coefficient. Thus Dr V( ln  T)  is the thermo- 
diffusion effect term that couples the specie equation with the 
energy equation. General  overviews on thermal diffusion theory 
are presented by Jones and Furry (1946) ,  Grew and Ibbs (1952)  
and Hirschfelder et al. (1963) .  For derivation of  the transport 
equations, the reader is referred to Bird et al. (1960) .  

Some assumptions have been made that largely reduce the 
complexity of  the problem. They are as follows: 

1 The gases are ideal. 
2 The gas flow in the reactor is laminar. 
3 No heat is consumed or released by the gas phase reac- 

tions. 
4 The gases are transparent  to heat radiation from the 

susceptor. 
5 The Dufour effect is neglected. 
6 The surface reaction is instantaneous. 
7 Gas phase reactions are neglected. 
8 Viscous dissipation is negligible. 

Over the range of  room to susceptor temperatures, the varia- 
tion of transport properties of  hydrogen is significant. The tem- 
perature dependencies of  p, #, k, and DAB for the T M G a - h y d r o -  
gen system are as follows: 

p = p M / R T  (6) 

#o \ T o /  (7 )  

k ( Z ~  0"691 

k~ = \ T o ]  (8) 

DAB, ( Z ~  TM 
DA&O \To] (9)  

N o m e n c l a t u r e  

cp = heat capacity 
DaB = diffusion coefficient of  T M G a  in 

hydrogen 
Dr = Soret coefficient 
D = desired output vector 
E = error vector of a network 
f = activation function 
g = acceleration due to gravity 

Gr = Grashof  number  
J = quadratic performance criterion of 

a network 
k = thermal conductivity 

M = molecular  weight  
mi = local deposition rate at i th node 
rg = average deposit ion rate 
p = pressure 

Pr = Prandtl number  
r = radial distance 
R = radius of the reactor 

Re = Reynolds number  
R 2 = correlation coefficient 

t = t ime 
t~ = bias vector for NN 
T = temperature 
v = velocity 

w u = weight matrix for NN 
xj = j t h  input to a neuron 
XA = mole fraction of  T M G a  
y~ = i th  output from a neuron 
z = axial distance 

a = momentum coefficient 
,8 = coefficient of thermal expansion 

e = mean  square error 
/z = viscosity 
r / =  learning rate 
p = gas density 

cr 2 = variance 
~7, = standard deviation 
~- = shear stress 
co = rotation rate of  susceptor 

Subscripts 

0 = at s tandard/ini t ial  conditions 
s = at the susceptor 
r = radial component  
z = axial, component  
0 = azimuthal  component  

Journal of Heat Transfer NOVEMBER 1996, Vol. 118 / 815 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The temperature dependences of viscosity and thermal con- 
ductivity are obtained from Moffat and Jensen (1988), and 
that for the diffusion coefficient is obtained from Fuller 
correlations (Reid et al., 1987). The variation of the thermo- 
diffusion coefficient D r  is obtained from Dilawari and Szek- 
ely (1989). 

The boundary conditions for solving the equations of continu- 
ity, motion, energy, and mass are as follows: 
At the reactor inlet: 

v~ = Vo 1 - , T = To ,  XA = XA.o. ]o) 

At the susceptor: 

vz =Vr = O, Vo = r w ,  T =  T~,XA = O. (11) 

At the reactor walls: 

v = O, T = To ,  mi  = 0 .  (12) 

At the axis of symmetry: 

Ovz /Or  = O, O T / O r  = O, mi  = 0. (13) 

H 

(=) (b) (e) 

r 

Fig. 2 Typical steady-state velocity, temperature, and concentration 
profiles for ~.T = 750, Re = 50.0, x0 = 0.0255, ~ = 0: (a) streamline 
contour plot; (b) temperature contour plot; (c) specie contour plot 

At time t = 0, it was assumed that x = x0 at the reactor inlet 
and x = 0 everywhere else. A parabolic velocity profile is 
assumed at the reactor inlet, and the walls are kept at the ambient 
temperature. There is no mass deposition on the reactor wails. 
The susceptor is heated and rotated at a constant angular veloc- 
ity. The surface reaction is much faster than the diffusion of 
reactants to the surface, hence the concentration of the reactant 
is taken to be zero at the surface. 

3 Numerical Simulation 

Equations (1), (2), (4), and (5) were solved in a coupled 
manner using the Fluid Dynamics Analysis Package (FIDAP 
Version 7.05, Copyright © 1984-1993 Fluid Dynamics Interna- 
tional, Inc.). Modifications were made to the existing FIDAP 
code to predict the growth rate profiles, taking into account the 
thermodiffusion effect. 

Grid-size refinement was performed for the finite element 
grid using FIDAP as follows. The number of algebraic equations 
solved was varied from 7000 to 28,000 in steps of 3500, and 
the results were computed for a typical case of operating condi- 
tions. It was observed that the solution did not change within 
a nodal point tolerance of 10 -4 for simulations with _> 14,000 
algebraic equations. Thus the finite element model with 14,000 
equations was used in our analysis. The numerical accuracy of 
each of the reported simulations is of the order of 10-4. 

Simulations were run by choosing the process parameters in 
the following ranges: temperature difference (500-1000 K), 
Reynolds number (10-100),  inlet mole fraction of GaAs 
(0.001-0.05), rotation rate (0-100 rpm). For a susceptor tem- 
perature of 750 K, Reynolds number of 50, inlet mole fraction 
of 0.0255, pressure of 0.1 atm, and a rotation rate of zero, the 
steady-state velocity, temperature, and specie contour plots are 
shown in Fig. 2. As seen in the figure, the buoyancy-induced 
flow rises from the center of the susceptor, and forms a cell 
over the susceptor. The forced flow streams past the cell and 
out of the reactor. The stagnation cell obstructs the flow of 
fresh reactants to the surface of the susceptor and is, therefore, 
undesirable. As expected, the isotherms are not as densely 
packed near the susceptor as for the forced convection domi- 
nated flow (not shown here). This difference is due to the 
presence of the recirculation cell over the susceptor. The results 
for the streamlines, isotherms and isoconcentration lines as 

shown in Fig. 2 are consistent with previous studies (e.g., Pat- 
naik et al., 1989). 

The buoyancy-induced cell is generally associated with non- 
uniform deposition (Kleijn, 1991). To mark the appearance 
and disappearance of the cell, numerical computations were 
performed in the following two ways. In the first case, the Gr 
was held constant at a fixed value (Gr ~ 573) and Re was 
slowly increased from 10 to 100. With increase in Re, the 
recirculation cell decreased in size and at a certain value (about 
70) the cell disappeared completely. When Re was decreased 
steadily from a high value, the cell appeared exactly at the same 
Reynolds number. In the second set of calculations, the Re was 
held constant (Re = 70) and the Gr was steadily increased from 
a value of 400 to 900. At some value of Gr (about 573) the 
cell appeared and then continued to grow. In this case, too, the 
cell appeared and disappeared at the same Gr when simulations 
were performed for increasing and decreasing Gr. Thus in both 
cases, hysteresis was not observed. This is in contrast to the ~ 
behavior seen in mixed convection systems at atmospheric pres- 
sure by Patnaik et al. (1989) and Calmidi and Mahajan (1996), 
where hysteresis was observed. We conclude that in the range 
of parameters studied, there is no hysteresis in the MOCVD 
reactor at 0.1 atm. 

4 The Neural Network Model 

4.1 In t roduct ion .  A neural network (NN) is a compu- 
tational tool that can be used for the modeling and control 
of highly nonlinear systems. These networks have the ability 
to estimate input-output  relations from sample data. Unlike 
statistical estimators, they do not require a mathematical 
model of the dependence of outputs on inputs. They are, 
thus, model-free estimators (Kosko, 1992; Simpson, 1992; 
Freeman and Skapura, 1991). In addition, they are self- 
adaptive, have generalization capability, and provide quick 
response. Because of these desirable characteristics, they 
have been used in identification, control, noise-filtering, op- 
timization, pattern-matching, pattern completion and classi- 
fication (Simpson, 1992). 

Figure 3 (a) shows a typical four-layer NN. An input pattern 
is presented to the leftmost layer of the network (input layer), 
and the rightmost layer gives the output pattern. Each node of 
a layer is connected to every node of the adjacent layer(s) by 
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Fig. 3 (a) A typical three-layered NN; (b) one particular node of the 
second layer of the above NN 

synaptic connections. Figure 3(b) shows a schematic of one 
particular node of the NN. A node performs two functions: 
summation and nonlinear transformation. The latter is usually 
a sigmoid function called the activation function. In this work, 
the activation function used was: 

f ( x )  = tanh (x) (14) 

Note that when the activation function is defined in this manner, 
the output of the network lies between - 1  and 1. The output 
of one particular node of the first hidden layer is given by 

n 
Y, = f ( Z  xaw} + t ) )  (15) 

j=l 
where wij is the weights matrix, t~ is the bias vector, xj is the 
input to the neuron, and the superscript 1 denotes the first hidden 
layer. The objective of NN training is to minimize some perfor- 
mance criterion by updating the weights and the biases. A typi- 
cal update rule for the weights and biases is given by 

W~ ..... = W~ '°ld -- r~Vw~J + o/Aw~ '°la (16) 

t~ ...... = t~ '°ld - r lV,~J + aAt~ '°ld (17) 

where K = 1, 2 . . . .  r ,  and r is the number of layers in the 
network, r/ is  the learning rate and it determines how fast the 
network will learn, and ce is the momentum parameter, which 
is usually set to a positive value less than unity. J is the quadratic 
performance criterion of the neural network, and is a function 
of the error vector E between the desired output of the network 
(D) and the actual output of the network (O): 

J(E) = ½ErE (18) 

4.2 NN Model Development Technique. Marwah et al. 
(1996) recently developed a "simple to complex" neural net- 
work modeling approach. For selecting the appropriate NN ar- 

chitecture, the data points are split into a training set consisting 
of approximately 3of the data points and a testing set consisting 
of approximately a of the data points. The inputs and outputs 
are normalized between -0.8 and +0.8 in order to avoid the 
saturation region of the sigmoid transfer function. The correla- 
tion coefficient (R 2) and mean square error (e) are used to 
evaluate the performance of the network. These are defined as: 

R 2 =  1 - i ~ _ _  _ _ _  (19) 

L ,£, ( Y i  - -  ~-)2 

N 
1 ( ~  (y,  y~)2)1/2 (20) 

e N i=l 

where yi and yf are the actual and predicted values, respectively, 
and y is the averaged value. 

To find the optimum network architecture, we start with one 
hidden layer with one neuron. The network is trained with the 
training data and 2 Rtraining is monitored to check the performance 
of the network. If R 2 is below 0.8, then another neuron is added. 
After this prescribed threshold value of R 2 is reached, testing 
data is simultaneously introduced to the network. As the net- 
work is trained, Etesting and 2 Rtc,~.g are calculated. Training is 
stopped when the minimum of ete~tlng is obtained, and no further 
improvement in performance results with the addition of one 
more neuron. 

Once the number of hidden layers and neurons are fixed, 
additional parameters such as the learning rate r/and momentum 
oe have to be chosen. The optimum values of these parameters 
are obtained by using the same training/testing technique. This 
procedure results in a network that is the simplest, requires 
minimum training time and avoids overdetermination. 

4.3 The NN Model Development for MOCVD. For the 
vertical MOCVD reactor described earlier, the mathematical 
model predicts the average deposition rate and variance of depo- 
sition rate as a function of the following process parameters: 
temperature difference between the susceptor and reactor walls, 
inlet Reynolds number, inlet TMGa mole fraction, and rotation 
rate of susceptor. The average deposition rate (~) along the 
susceptor is defined as: 

' i  
rg = - mi (21) 

hi=! 

where the local deposition flux (mi) (from Eq. (5)) is given 
by: 

D r  O T  
mi = --CDAB OXA + - -  - -  (22) 

OZ T OZ 

The variance ~r 2 of deposition rate is defined as: 

(23) 

where n is the number of grid points along the radius of the 
susceptor. 

Two NN models, one relating the average deposition rate and 
the other the variance of deposition rate with the four input 
parameters, were developed. A set of 25 experiments identified 
by statistical central composite design (Montgomery, 1991) 
was split into a training set of 19 points and a testing set of 6 
points. Six additional data points within the domain of the cen- 
tral composite design were chosen as the validation points. 
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Table 1 DOE training/testing points from FIDAP model Table 2 Validation points from FIDAP model 

& T  Re [ z0  w 

594.6 10 0.00119 0 

594.6 10 0.00119 84.09 

594.6 10 0.042 0 

594.6 10 0.042 84.09 

594.6 84.09 0.00119 0 

594.6 84.09 0.00119 84.09 

594.6 84.09 0.042 0 

8 594.6 84.09 0.042 84.09 

9 840.9 10 0.00119 0 

10 840.9 10 0.00119 84.09 

11 840.9 10 0.042 0 

12 840.9 10 0.042 84.09 

13 840.9 84.09 0.00119 0 

14 840.9 84.09 0.00119 84.09 

15 840.9 84.09 0.042 0 

16 840.9 84.09 0.042 84.09 

17 500.0 50.0 0.0255 50.0 

18 I000.0 50.0 0.0255 50.0 

19 750.0 10 0.0255 50.0 

20 750.0 100.0 0.0255 50.0 

21 750.0 50.0 0.001 50.0 

22 750.0 50.0 0.05 50.0 

23 750.0 50.0 0.0255 0 

24 750.0 50.0 0.0255 100.0 

25 750.0 50.0 0.0255 50.0 

These data points are listed in Tables 1 and 2. The mathematical 
model was solved for these test conditions to obtain the deposi- 
tion rate and variance of deposition rate. 

The procedure outlined in Section 4.2 was used to develop 
an optimum NN model. The simulations described above sup- 
plied the training and testing data. It was found that for the 

A T  I R e  Zo w 

26 850.0 85.0 0.035 85.0 

27 600.0 60.0 0 .02  40.0 

28 650.0 75.0 0.03 25.0 

29 550.0 92.0 0.01 92.0 

30 900 .0 ;  35.0 0.008 18.0 

31 950.0 15.0 0.025 65.0 

reactor model, a NN with only one hidden layer was sufficient 
and adding another hidden layer did not improve the predictions 
of the network significantly. Figure 4 shows the effect of the 
number of neurons in the hidden layer on the testing error of 
the NN for the case of a four-input one-output network. Clearly 
there exists an optimum number of neurons that minimizes the 
testing error of the NN. This is intuitively reasonable because 
as we add more neurons to the network the system becomes 
overdetermined. 

To ensure robustness, several neural networks for different 
combinations of training and testing data were built. For each 
of these networks, different sets of 19 training points and 6 
testing points were chosen. The network that gave the minimum 
error was used in all further calculations. The best NN configu- 
ration was found to be ( 4 - 4 - 1 ) ,  i.e., 4 neurons in the input 
layer, 4 in the hidden layer, and 1 in the output layer. A compari- 
son of this NN model with the mathematical model is shown 
in Fig. 5. The error between the predictions of the two models 
is small (Etesting 0.01; 2 = Rtesting = 0.95). 

4.4 The Local Deposition Rate Network. In order to 
predict the deposition rate as a function of radial distance along 
the susceptor, it was necessary to develop a NN that could learn 
the deposition rate profiles rather than the average deposition 
rate. For this purpose, a network was trained with an added 
input, viz., the radial distance, and 43 experimental training 
points were determined using a central composite design for 5 
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Fig. 4 Effect of number of neurons on testing error of NN 
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Fig. 5 Comparison between NN model and physical model (o-training 
and testing points, x-validation points) 

variables. A set of 13 other validation points was chosen for 
testing. It was found that even though R 2 teeing was about 0.91 
for this local NN, the Cresting was unacceptably high. Thirty more 
data points were therefore added to the original 43. The network 
was retrained till eto~t~,,g reached 0.01. A comparison of the re- 
trained NN model with the mathematical model in Fig. 6 indi- 
cates good accuracy. 

5 Applicat ion of  the Phys ico-NN Model  
The physico-NN model (PNM) developed in Section 4 can 

be used as a fast analysis tool to predict the responses of the 
MOCVD reactor system to different operating parameters, or 
to predict the minimum variance (~r 2) of deposition rate over 
the entire range of process operating parameters. These two 
capabilities are discussed next. 

5.1 PNM as a Real-Time Analysis Tool. The physical 
models described above are useful for capturing the underlying 
relationships between the various input and output variables. 
However, many a time, they tend to be computationally inten- 
sive and are not attractive for performing fast analysis of "what- 
if scenarios." For example, it took us about 80 CPU minutes 
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Fig. 6 Local deposition rate: comparison between NN model (*) and 
physical model ( - )  
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Fig. 7 Steady-state velocity, temperature, and concentration profiles 
for the optimum conditions: ~ T  = 673.8, Re = 28.8, x0 = 0.0122, oJ = 3.0: 
(a) streamline contour plot; (b) temperature contour plot; (c) specie 
contour plot 

to complete one simulation on a DEC 5000 workstation. How- 
ever, with the physiconeural network model, the computational 
time was only ~0.09 seconds. The PNM can thus be effectively 
used to obtain real-time predictions or performance measures 
for the MOCVD reactor. 

5.2 Minimum Variance of Deposition Rate Using PNM. 
The variance network described in Section 4.3 was used to 
determine the minimum variance of the deposition rate along 
the susceptor for different sets of process operating conditions. 
Following the procedure given in Wang and Mahajan (1996), 
a steepest descent optimization algorithm was used to obtain 
the operating point at which the variance of the deposition rate 
was minimum. It is important in a real process to operate at 
this point because the deposited film will be uniform. 

An iterative procedure was followed to determine the opti- 
mum settings. The minimum variance obtained by the PNM was 
compared to that obtained using FIDAP, for the same operating 
conditions. If the error between these was greater than the preset 
exit criterion ( 10 percent in this case), this new point was added 
to the training data, and the PNM was retrained. This iterative 
procedure was terminated when the minimum variance pre- 
dicted by the PNM was within 10 percent of that obtained by the 
FIDAP model. Typically about 6 -10  iterations were required in 
this case in order to obtain the desired accuracy. 

The optimum process operating conditions predicted by the 
NN-optimization algorithm for a minimum variance of 0.010 
are: AT = 673.8 K, Re = 28.8, x0 = 0.0122, ~v = 3.0. For these 
parameters, the FIDAP simulations give a variance of 0.011. 
The streamline, temperature, and concentration contours are 
shown in Fig. 7. Note that there is no buoyancy-induced cell 
(Fig. 7 (a)) for these optimum conditions. A comparison of the 
deposition rate at the optimum conditions to that at the condi- 
tions shown in Fig. 2 is shown in Fig. 8. Clearly, the deposition 
rate is more uniform for the optimum settings. This is due to a 
lack of the buoyancy-induced cell at these settings. An examina- 
tion of the temperature as well as the concentration gradients 
for the two cases indicated that these were more uniform along 
the susceptor for the optimum conditions. According to Eq. 
(22), this results in more uniform deposition rates. 
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6 Phys i coneura l  N e t w o r k  Models  for Process  Con-  
trol 

The two applications of PNMs discussed in the previous 
section illustrate their use as a design tool for performing 
"what-if" analyses and arriving at initial process recipe for 
optimum operation. However, because of the simplifying as- 
sumptions made in the physical model, the PNM may not pro- 
vide an accurate description of the actual process equipment. 
The equipment model then needs to be built to capture the 
peculiarities of the equipment involved. Two strategies to up- 
date PNMs to equipment models are represented schematically 
in Fig. 9. As a first step, the predictions of the PNM are com- 
pared against the experimental data. In approach 1 (Fig. 9 (a ) ) ,  
if the predictions of the PNM do not match with the experimen- 
tal data to within a prescribed accuracy, part of the experimental 
data is fed back into the training set and the model is retrained 
and evaluated for the unseen data. Once the PNM has been 
sufficiently trained to predict the experimental data accurately, 
it can be used as the equipment model. 

In the second approach (Fig. 9(b)) ,  if the predictions of the 
PNM do not match with the experimental data to within a 
prescribed accuracy, the difference between these values is used 
to train a deviation-NN model. Once this network is trained, 
the equipment model can be obtained by: 

Deviation-NN + PNM = Equipment Model 

The equipment model so developed can be used for process 
optimization on the lines described in Section 5.2 or for process 
control in the manner described in Wang and Mahajan (1995). 

7 S u m m a r y  

A mathematical model for a vertical MOCVD reactor was 
developed that included Soret and variable property effects. A 
finite element-based computational package (FIDAP) was used 
numerically to solve the three-dimensional coupled PDEs for 
the conservation of mass, momentum, and energy to determine 
the deposition rates of GaAs in the reactor. Using data from 
simulations based on statistical DOE, neural networks were 
trained to mimic the behavior of the reactor. The best NN archi- 
tecture that minimized the testing error was determined. The NN 
model compared well with the predictions of the mathematical 
model. Optimum process operating conditions were obtained 
that minimized the variance in deposition rate. It was shown 
that the computational time required for the NN model was 
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Fig. 9 Methodology for the development of equipment models using 
PNMs: (a) updat!ng approach, (b) deviation model approach 
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orders of magnitude smaller as compared to the mathematical 
models, thus enabling NN models to be used as tools for real- 
time process modeling and optimization. 

Research is in progress to build an equipment model for a 

production MOCVD reactor. The physiconeural model will 
have to be retrained using experimental data points. The expec- 
tation is that the number of data points would be much smaller 
than building an equipment neural network model from scratch. 
The findings of this research will be reported in an upcoming 
paper. 
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A Kelvin-Clapeyron Adsorption 
Model for Spreading on a 
Heated Plate 
A new adsorption model for the spreading dynamics of  completely wetting fluids on 
a heated solid substrate that emphasizes interfacial phenomena is developed and 
evaluated. The model is based on the premise that both interfacial intermolecular 
forces and temperature affect the vapor pressure in change-of-phase heat transfer and 
(therefore) the spreading velocity. Classical change-of-phase kinetics, and interfacial 
concepts like the Clapeyron, Kelvin, and the augmented Young-Laplace equations 
are used to evaluate the effects of stress (change in apparent dynamic contact angle), 
temperature, and superheat on the rewetting velocity. Explicit equations are obtained 
for the velocity, heat flux, and superheat in the contact line region as a function 
of the initial plate temperature. Comparisons with experimental data for substrate 
superheats below a critical value demonstrate that the resulting interfacial model of 
evaporation~condensation in the contact line region can describe the effect of the 
saturation temperature and superheat on the rewetting velocity. 

Introduction 
Although the spreading dynamics of fluids on heated surfaces 

are of importance to many change-of-phase heat transfer pro- 
cesses, a comprehensive model that describes movement in the 
contact line region and includes interfacial phenomena has not 
been completely developed and evaluated. This is due to both 
the complex nature of interfacial phenomena near the leading 
edge of a liquid film on a substrate and the large number of 
possible externally imposed conditions. For example, we tend 
to expect that forced spreading on a flat surface with a large 
superheat is fundamentally different from movement in an oscil- 
lating evaporating meniscus with a small superheat located at 
the exit of a pore. We might also expect that completely wetting 
fluids behave differently from partially wetting fluids. However, 
we propose that these processes are similar at superheats below 
a critical superheat and that these processes can be modeled 
using mathematical descriptions of intermolecular forces like 
interfaces, contact lines, and contact angles. Unfortunately, this 
is complicated by the fact that the contact angle on a molecular 
scale at the contact line cannot be seen and the tangent to the 
liquid vapor interface can change rapidly near the unobservable 
contact line. Further, due to molecular dynamics, concepts like 
interfaces, contact angles, and contact lines are not mathemati- 
cally sharp but physically diffuse and irregular on the molecular 
scale. Therefore, we note that, in the distant future, the molecu- 
lar details of these concepts will be completely addressed using 
computer simulation. Nevertheless, we successfully focus now 
and herein on a relatively simple model of interfacial dynamics 
to obtain a better understanding of the effects of both intermo- 
lecular forces and temperature on the rewetting of a hot surface 
by a completely wetting fluid. 

Previously, the rewetting of a superheated surface was ex- 
plained using models based on conduction controlled heat trans- 
fer. Conduction through the solid is balanced by a heat sink in 
the contact line region, which is the three-phase junction region 
where the vapor, liquid, and solid substrate (as modified by the 
vapor) meet. In this region, the removal of excess heat from 
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the solid conditions the surface for rewetting. Previous research- 
ers used one-dimensional and two-dimensional conduction 
models for rewetting at high temperatures with various evapora- 
tive heat transfer coefficients and different values for the contact 
line temperature to predict the velocity of rewetting (e.g., Ya- 
manouchi, 1968; Thompson, 1972; Duffey and Porthouse, 1973; 
Blair, 1975; Dua and Tien, 1976; Elias and Yadigaroglu, 1977; 
Linehan et al., 1979; Olek et al., 1988; Peng et al., 1992). 
Recently, Anderson and Davis (1993) discussed the details of 
thermocapillary fluid motion in the contact line region of 
spreading volatile droplets on a heated surface. 

In a series of change-of-phase heat transfer papers emphasiz- 
ing interfacial phenomena in evaporating thin films and rewet- 
ting, Wayner and co-workers (e.g., Potash and Wayner, 1972; 
Wayner et al., 1976; Wayner, 1982, 1994; and DasGupta et al., 
1994) addressed the coupling of interfacial phenomena and 
temperature near the contact line in a unique way. These studies 
used several results on adsorption from the Russian School 
(Derjaguin et al., 1987). The significance of these studies is that 
they demonstrated that the effects of temperature and interfacial 
forces on the vapor pressure can be easily combined to obtain 
useful models. In particular, the local variation of the surface 
temperature, heat flux, stress, and film shape can be predicted 
in the contact line region. In essence, a better phenomenological 
description of the transport processes was obtained using these 
models. In a related study emphasizing conduction and interfa- 
cial phenomena, Stephan and Busse (1992) evaluated the 
steady-state two-dimensional temperature field associated with 
an evaporating meniscus in a groove. Stephan and Hammer 
(1994) used similar models in nucleate boiling. Dhir and co- 
workers developed a time and area-averaged model for fully 
developed nucleate boiling. The boiling process is conceptual- 
ized into three regions: thermal layer, intermediate region, and 
vapor flow dynamics dominated region (Dhir and Liaw, 1989). 
The thermal layer is modeled as an evaporating extended menis- 
cus (or contact line region) that provides most of the evapora- 
tion near the nucleation site (Lay and Dhir, 1994). In another 
closely related study, Unal et al. (1992) have used the hypothe- 
sis that connects the critical heat flux (CHF) with the rewetting 
of hot surfaces. The importance of the liquid staying in contact 
with the superheated solid was discussed. Although these papers 
model change-of-phase heat transfer in the wetting front, they 
do not address the large effects that interfacial phenomena have 
on the rewetting process. 

822 / Vol. 118, NOVEMBER 1996 Transactions of theASME 
Copyright © 1996 by ASME

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Herein, we extend the use of a model of forced spreading, 
which was previously used by Wayner (1994) to predict the 
superheat at CHF and the isothermal spreading velocity. This 
model of the nonequilibrium film thickness profile is based on 
the Gibbs -Duhem equation, which describes the effects of the 
normal stress field (Kelvin effect) and the temperature field 
(Clapeyron effect) on the equilibrium vapor pressure: In a com- 
pletely wetting system at equilibrium, the vapor pressure de- 
crease due to a change in the normal stress field resulting from 
positive capillarity (curvature effect) and the close proximity 
of the solid substrate (thickness effect) is offset/enhanced by 
a vapor pressure change due to an increase/decrease in the 
temperature. The intermolecular force effect due to the film 
profile can be modified by an imposed temperature field that 
can either increase or decrease the vapor pressure and thereby 
result in either evaporation/condensation. Briefly, for rewetting, 
a forced increase in the apparent contact angle leads to conden- 
sation because of a curvature increase near the contact line 
and, thereby, contact line motion. We find that the predicted 
macroscopic rewetting velocities can be compared successfully 
with experimental results available in the literature (Simopoulos 
et al., 1979) for the forced spreading of F113 (CCI2F-CCIF2) 
on heated stainless steel when the substrate superheat is below 
a critical value. Previously, Segev and B ankoff (1980) assumed 
that the minimum film boiling temperature was the temperature 
at which only a monolayer exists. We find that we can relate 
the range of applicability of our adsorption model to this mini- 
mum film boiling critical temperature. 

Three-Region Model 
To describe the rewetting process for a completely wetting 

fluid on a heated surface, we propose the three-region model 
for the small contact line region presented in Fig. 1. The use 
of the Kelvin--Clapeyron equation in Region II to model the 
rewetting of a hot surface by the process of condensation is 
new to this field. The average liquid profile presented in Fig. 
1 represents the physically indistinct contact line region, which 
fluctuates at the molecular level and which can vary spatially 
in the " z "  direction; although we do not know the size of these 
variations, we expect that they are small. The system is modeled 
as a solid substrate with an uRrathin liquid film with an average 

WETTING FRONT / 
~VAPO~ON \JLIQUID 

how 

l 
ONTACT LINE R E G I O N ~  

VAPOR T y  = E:APOR~ 

u.o ow 

SOLID SUBSTRATE I T C 

I II In 

ADSORBED LAYER KELVIN-CLAPEYRON VISCOUS FLOW 

Fig, 1 The rewetting front and schematic of the three region model for 
a completely wetting fluid rewetting a superheated substrate 

(with respect to z, perpendicular to the plane of the page) 
thickness, i5 (x), which varies in the flow direction. The average 
temperature, superheat, and interfacial force also vary in the 
flow direction. The characteristic length in Fig. 1, 60, which 
represents the average adsorbed film thickness at the tri-junction 
of the vapor, the condensing (and/or  evaporating) thin film 
(Region II) ,  and the equilibrium (for mass transfer) portion of 
the adsorbed thin film on a solid substrate (Region I) is a 
function of the local temperature, the local superheat, and the 
intermolecular force field (as described by Eq. (13) below). In 
previous papers, 60 was also called the interline, which is more 

Nomenclature 

A = Hamaker constant 
,~ = modified Hamaker constant = 

A/(67r) 
a~ = defined by Eq. (8) 
b = defined by Eq. (17) 
c = change in stress, defined in Eqs. 

(15) and (17) 
C = specific heat 

C, = constant (ideal evaporation coeffi- 
cient) 

D = molecular cutoff distance, Eq. (14) 
h = heat of vaporization, heat transfer 

coefficient 
IP = intersection points in Fig. (7) 
K = curvature 
k = thermal conductivity 

M = molecular weight 
rh = interfacial mass flux 
P = pressure 

q" = heat flux 
R = gas constant 

r = radius 
T = temperature 
t = time 

U = rewetting velocity 
x = parallel to flow direction 
y = superheat 
fl = constant in Eq. (18) 

A~- = dimensionless temperature differ- 
ence, Eq. (9) 

6 = liquid film thickness KC = 
k = wall thickness l = 
~b = dimensionless chemical potential, M = 

Eq. (7) m = 
= 6/60 = dimensionless film thick- max = 

h e s s  o = 

= x/6o = dimensionless position r = 
H = disjoining pressure s = 
cr = surface free energy per unit area sat = 
0 = local apparent contact angle t = 
p = fluid density v = 
~b = dimensionless curvature, Eq. (11 ) ' = 
f~ = dimensionless vapor pressure, dif- ~ = 

ference, Eq. (5) W = 

Subscripts and Superscripts 
c = thermodynamic critical point 

CL = contact line 

CT = critical transition in the boiling 
c u r v e  

CHF = critical heat flux 
d = dynamic 
j = junction (see Fig. 1 ) 
i = initial condition, average film 

Kelvin-Clapeyron model 
liquid 
molar 
unit mass 
maximum value 
contact line 
reference 
solid 
equilibrium saturation 
time 
vapor 
derivative 
at thickness ~7 
wall 
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specific than the term "contact line." Herein, both contact line 
and interline are used for 5o. The thickness, 50, can (but does 
not have to) be of the order of a monolayer or less and can be 
discontinuous while filling in "depressions" on a "rough" 
surface. At the other extreme, for a large volume of a completely 
wetting liquid under isothermal conditions, 60 would be the 
uniform thickness of the liquid. 

Although Region I is viewed as being at equilibrium for mass 
transfer in the model, in reality a small amount of condensation 
does occur for physical consistency in this region of extremely 
small slope during rewetting. For a completely wetting fluid, 
the decrease in vapor pressure due to the adsorption (adhesion) 
of the liquid on the solid at the interline completely offsets 
the increase in vapor pressure due to superheat. Below, the 
temperature and the Hamaker constant, which characterizes the 
relative effects of cohesion and adhesion, are used to evaluate 
the thickness of the adsorbed film at 60. 

In Region II, which is called the Kelvin-Clapeyron (KC) 
region, the normal stress field is kept constant by a change in 
both thickness and curvature whereas the temperature decreases 
with an increase in thickness. Therefore, condensation due to 
the interfacial forces, which produces rewetting of the heated 
surface, occurs in this extremely short region. This region re- 
moves the large resistance to movement normally associated 
with displacement at the contact line. We can further assume 
that a recirculating heat flow occurs in an extremely small re- 
gion: In the immediately adjacent small region, which is the 
start of Region III, net evaporation removes the heat of conden- 
sation from the KC region. The film thickness at the junction 
of Regions II and III is 6j. Conceptually, we could say that the 
usual dynamic equilibrium process at the l iquid-vapor interface 
is replaced by an evaporation-condensation process in which 
some of the molecules rotate around the junction of Regions II 
and III. The details of this molecular process are not addressed 
herein. 

In Region III of the liquid, which is not analyzed, evaporation 
occurs over a large area because the superheat is still large but 
the intermolecular force field is reduced to that of a bulk liquid 
as a result of an increase in thickness and a decrease in curva- 
ture. For the substrate, a one-dimensional conduction model 
discussed below describes the decrease in the substrate tempera- 
ture as the fluid rewets the surface. 

The relative effects of intermolecular forces (which depend 
on the film thickness profile) and temperature on the vapor 
pressure produce this consistent picture of the dynamic transport 
processes with high heat fluxes in the interline region. The 
molecular averaging process normally associated with a contin- 
uum approach can be viewed as occurring along the interline. 
We feel that the apparent liberties associated with this quasi- 
thermodynamic kinetic model are acceptable because the results 
and equations agree with macroscopic experimental observa- 
tions and rational extrapolations of these to the microscopic 
scale. We propose that the numerical results presented below 
significantly enhance the understanding of the phase change 
phenomena occurring in the contact line region and thereby 
allow the detailed evaluation of transport processes. 

Theoretical 
In the extremely small Kelvin-Clapeyron region depicted in 

Fig. 1, we assume that the curved thin film grows solely by 
condensation. In this constant stress region, the net relative 
motion of the liquid molecules is assumed negligible. However, 
due to condensation, there is a uniform velocity of the l iquid- 
vapor interface that preserves the shape of the rewetting fluid 
in the contact line region. In Region III, which is very large 
compared to Region II, fluid flows, as a result of an external 
force, toward the l iquid-vapor interface where it evaporates 
due to conduction from the superheated substrate. This flow 
also causes an increase in the film thickness at the junction of 

Regions II and III, which gives an increase in film curvature in 
Region II. However, the details of the flow field in Region III, 
e.g., the transition region from condensation to evaporation, are 
of secondary importance. Therefore, we assume that steady- 
state condensation in the translating KC region controls the 
rewetting velocity. The small heat flow rate (extremely large 
flux due to dimensions) of condensation in Region II is removed 
by evaporation in the initial portion of Region III. 

Rewetting Velocity. The velocity due to phase change in 
Region II can be obtained from the condensation rate and thick- 
ness profile using the following procedure for a shape-preserv- 
ing profile (Wayner, 1994). Since the average film profile is a 
function of time and position, 5(x, t),  the film velocity, U, at 
a particular film thickness is 

(1) 

Using Eqs. (1) and (2) for a condensation process that is per- 
pendicular to the l iquid-vapor interface gives Eq. (3) for the 
velocity: 

- -  - -  C O S  Odn 
x P t  

06) tan 0a, 

G, 
(2) 

U = q'l" cos 20:hl 
(3) plhl~m sin 0a, 

In Eqs. (2) and (3),  the local dynamic angle, which is a function 
of the dimensionless thickness, ~ = 6/60, is 0dh = arctan 6', 
is the interfacial mass flux, and q~ is the condensation heat flux 
at the l iquid-vapor interface. Since the velocity of the interface 
is a constant, the heat flux perpendicular to the l iquid-vapor 
interface is a function of the profile (local angle of the tangent, 
e. g., q~'~ ---~ 0 as 0,~ ~ 0) and superheat. The temperature and 
thickness profiles give the necessary vapor pressure field at the 
l iquid-vapor interface. The variation in liquid superheat is a 
result of the coupling between the temperature fields in t h e  
substrate and liquid. 

Kinetic Theory Interfacial Heat Flux. Using kinetic the- 
ory, the net interracial heat flux for a fiat surface due to conden- 
sation or evaporation can be obtained using (Schrage, 1953) 

[ M \0.5 p~) 
(4) 

in which Pt~ is the vapor pressure of the liquid film at the l iquid- 
vapor interface and P~ is the pressure in the vapor a short 
distance away. Schrage (1953) and Carey (1992) discussed the 
limitations associated with Eq. (4). In our case, Pv is the refer- 
ence equilibrium vapor pressure of the bulk liquid at T~. For 
the curved thin film, the vapor pressure difference is a function 
of the temperature profile and the intermolecular force field 
which is a function of the thickness profile. Due to various local 
effects (like microconvection, conduction, etc.) the theoretical 
ideal limit of Eq. (4),  which is extremely large with C~ = 2, 
has not been attained in boiling (see, e.g., Gambill and Lienhard, 
1987, and Carey, 1992). Therefore, we will use in our numerical 
calculations the following upper limit for the maximum achiev- 
able value of the vapor pressure difference at ~7 = ~7:: 
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~ma~ = ( Pl° - Po) (5) 
\ e~ / max 

Based on the results of Gambill and Lienhard (1987), we will 
assume that (C~f~ma,) = -0.1.  However, we note that the exact 
value of this upper limit is an unknown. 

Kelvin-Clapeyron Model for Vapor Pressure Difference. 
Using the Gibbs-Duhem, Kelvin, and Clapeyron equations, 
Wayner (e.g., 1994) obtained the following model for the ef- 
fects of temperature (Clapeyron effect) and van der Waals inter- 
molecular forces (Kelvin effect) on the change in the dimen- 
siofiless chemical potential, ~b, at the l iquid-vapor interface: 

1 
q5 = A r  + ~b - br/3 (6) 

The dimensionless chemical potential, ~b, is related to the vapor 
pressure difference in Eq. (4) by 

= al In 1 + ~ (7) 

p tuR T lo5 o 
a l  = ' - -  ( 8 )  

O'lv 

The dimensionless superheat is 

A r  - hl~6opla4 (Tlo - T~) (9) 
crloT~ 

The dimensionless thickness, r/, and dimensionless curvature, 
~, are 

6 
n = - ( 1 0 )  

5o 

( '' 
~b = 1 + \ d ~ )  ] a~ z (11) 

with 

= x l S o  and b = crlofZo/X (12) 

Characteristic Thickness, ~o. The value of the characteris- 
tic thickness, which is the thickness of the adsorbed film at the 
junction of Regions I and II, is obtained from Eq. (6) with At 
= Ato, ~b = 0 (for equilibrium, Plo = Po), ~O = Ipo = 0 (for a 
flat completely wetting liquid) and r / =  1: 

6o= ( -ATo  ),/3 (13) 
\fll,nhlom(Ttu- To)o 

In Eq. (13), the interrnolecular force field is represented by the 
modified Hamaker constant, A. In the numerical calculations 
presented below, the value of the superheat at the interline 
(contact line, CL) is ATcL = (Tlo -- To)o. Due to the thinness 
of the liquid film, the solid surface and liquid temperatures are 
equal in Regions I and II: Z~(x, O) = Tt(x, O) = Tc~(x, 6). 

Value of the Modified Hamaker Constant, A. It is possi- 
ble to calculate the theoretical value of the modified Hamaker 
constant for an ideal surface using the frequency-dependent 
dielectric properties of the liquid and solid (e.g., Truong and 
Wayner, 1987). However, for real engineering systems, we find 
it useful (more direct and possibly more accurate) to use the 
following approximate equation for apolar fluids, which relates 
the modified Hamaker constant to the interracial free energies 
of the solid, a~,, and liquid, trio. 

P7 = 4D2(c% - ~ )  (14) 

For completely wetting systems (a~ > at0), this sign convention 
gives P7 < 0. The  value of the cutoff separation distance is 
usually taken to be D = 0.165 nm (Israelachvili, 1992). 

Thickness Profile in Region II. Following Wayner 
(1994), we use a constant stress model for the intermolecular 
force field portion of Eq. (6) in Region II: 

1 
- - -  = c (15) 

br/3 

The constant stress approximation, c, allows Eq. (15) to be 
easily integrated. Using the contact angle, 0d~ = 0 at r/ = 1 for 
the boundary condition, Eq. (16) is obtained for the "profile" 
of the thin film: 

1 ( 1 - ~ 5 )  + c ( l  - r / )  cos 0an = 1 - 2-b (16) 

The subscript "d r / "  refers to the dynamic value of the arctan 
6' at r/. Using Eqs. (15) and (12) with ~0 = 0 at r/ = 1 gives 

1 -37 
c - - - -  (17) 

b c%502 

Therefore, knowing the values of crss, T~, and (Tio - T~)o, the 
profile of the thin film can be obtained from Eqs. (13), (14), 
(16), (17). Physically, we find that the change in the intermo- 
lecular force field associated with the profile change given by 
c > 0 lowers the vapor pressure in Region II. However, the 
varying value of the superheat gives a varying rate of condensa- 
tion and the rewetting velocity described by Eqs. (3),  (4),  (6),  
(16), and (17). In a later section, the value of the superheat at 
the contact line is related to the experimentally measured value 
of the superheat for the forced spreading of Fl13 on heated 
stainless steel. First, we present some theoretical calculations 
that demonstrate the sensitivity of the equations given above. 
However, the selected physical values and temperatures are 
directly related to the experimental system discussed later. 

Numerical Values of A and ~0. Using Eqs. (13) and (14), 
the values of ,4 and 60 can be calculated as a function of (T, - 
T~)o if To, and a,, are known. Although the value of the interfa- 
cial free energy of the experimental substrate is usually not 
measured in heat transfer studies, we presume that its value for 
the stainless steel discussed below is approximately c% ~ 30 
mJ/m 2 for the following reasons. First, we presume that the 
stainless steel substrate has a surface composed of a few mono- 
layers of oxide slightly contaminated with bonded water. The 
surface chemistry of such a stainless steel surface was recently 
discussed by Mantel and Wightman (1994). Second, in our 
own laboratory studies of phase-change heat transfer on cleaned 
silicon substrates, we usually find a surface energy of approxi- 
mately this magnitude for the same reason (DasGupta et al., 
1994). This leads us to presume that most high-energy metal 
substrates used in heat transfer are at least slightly oxidized 
with some bonded water and/or covered with adsorbed low- 
energy organic contaminants. Therefore, these surfaces usually 
have moderate surface energies. Finally, a higher value of the 
surface energy would not alter the primary conclusion of this 
study: that adsorption controls the rewetting of a superheated 
substrate at superheats below a critical transition value. In Fig. 
2 the values of 60 and A obtained using Eqs. (13) and (14) are 
presented as a function of superheat for two values of the sub- 
strate surface energy for the F113/stainless steel system. The 
lower value, cr,~ = 30 mJ/m z, reflects the normal condition of 
a metallic surface with an adsorbed layer of contaminants (Man- 
tel and Wightman, 1994). Therefore, the lower value of cr,.~ is 
more appropriate and is used below. 
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Fig. 2 Variation of modif ied Hamaker constant, A,  and interline thick- 
ness, 8o, for F113 on stainless steel with ¢r.a = 150 md/m = (higher values 
of  6° and A)  and with ~T. = 30 mJ /m 2 ( lower  values of/~o and A at p~.t 
= 4.46 bar (Tv " t  = 374 K) 

In Fig. 3, Eq. (13) is presented for various values of (Tl~ - 
To)o, T~, A = f(Tlo) for ~r,, = 30 mJ/m2; ~rto = 54.114-0.1186 
Tto (Perry and Chilton, 1973) gives a~o = 19.36 mN/m at 293 
K. We find that reasonable values for the temperature, intermo- 
lecular forces, and superheat give adsorption thicknesses for 
the thin film that are physically meaningful for describing the 
rewetting experimental data presented below. 

The  E x t e n d e d  M e n i s c u s  "Prof i l e"  

Equation (16) represents the needed "profile" of the ex- 
tended meniscus in terms of the cos Oah where 0ah(h) = arctan 
6'.  Equation (16) is presented in Fig. 4 for various values of 
the constant c obtained using Eqs. (13), (14), and (17). In 
Fig. 5, 6(x) profiles are presented. We find that significant 
changes in the profile can occur with reasonable values of c 
and AT, which thereby cause condensation and rewetting to 
OCCUr. 

Effect  o f  plat on E x p e r i m e n t a l  Data  

Reyes and Wayner (1995b) used the Kelvin-Clapeyron 
model to analyze the rewetting data of Simopoulos et al. (1979) 

10 

!I 
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/11l t' 
' ' 380 . . . .  360 370 390 400 410 420 430 

Ts, K 

Fig. 3 Effect of  Tv, (T8 - Tv)o, and ,~ on interline thickness 80 obtained 
using Eq. (13) and Table 1 fo r  ~. .  = 30 mJ/m = 

1.0 

0.9 

-~" o.8 

0 0.7 
m 

o O.6 

0.4 ' I'.2 ' i'.4 
o0 1.1 1.3 1.5 1'.6 117 118 1.9 

q 

Fig. 4 Cos (arctan ~')  versus ~/at/:Eat = 4.46 bar fo r  var ious values of  
c obtained using Eq. (16) 

at one saturation pressure: p~,t = 4.46 bar. Keeping in mind 
that surface characteristics were not determined in the original 
experimental study, we now need to develop a consistent 
method, which includes interfacial concepts, whereby the data 
for various saturated pressures can be evaluated. The results 
presented above and those of Reyes and Wayner (1995a) and 
Wayner (1994) indicate that the superheat at a "critical transi- 
tion" in the boiling curve, (AT)cr ,  is indicative of the surface 
characteristics. Whether this critical superheat is the one at the 
Leidenfrost conditions or DNB conditions is not resolved 
herein. However, the temperature at the Leidenfrost conditions 
calculated using Speigler's criterion (Speigler et al., 1963), Tcr 
= (27/32) T~ was used herein to obtain the approximate value 
for the critical conditions at one pressure. Then the following 
criterion, which was developed by Reyes and Wayner (1995a) 
for the superheat at DNB, was used to calculate that superheat 
at different saturation pressures: 

Tvcr]~ 5 / c r  = = /3cr (18) 

where the constant/3cr is evaluated at one value of Po~"t. To be 

1 0 - -  

9 

8 

? 

i i i i i t i i i 
1'0 20 2 4 6 8 12 14 16 18 
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Fig. 5 Meniscus thickness profi les, •(x), for various values of c at P~= 
= 4.46 bar: (a) c = 0.520 for  A T  = 20 K; (b) c = 0.780 for  A T  = 30 K; (c) 
c = 1.114 for  A T  = 40 K 
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consistent with Speigler's development, the reported data at the 
lowest value of the saturation pressure were used to characterize 
the surface conditions. The iterative procedure to obtain the 
results presented in Table 1 is described in the section on Nu- 
merical Results presented below. In essence, the datum at p s a t  

= 1.70 bar (£XTcT = 77.6 K) was used to obtain the value of 
flcT and then Eq. (18) was used to obtain the other values in 
Table 1. Assuming that (Od~)cr ~ 90 deg, the values of ~j at 
each psat were obtained from Eq. (16). 

Substrate Temperature: Regions I and III. The tempera- 
ture field in the substrate can be divided into three regions: (I) 
the superheated region ahead of the contact line where the heat 
flux is relatively small when sputtering in the thicker region is 
absent or small; (lI) the extremely short KC region where the 
net heat flow rate to the substrate is small even though the heat 
fluxes are large; (III) a relatively long region where a large 
amount of net evaporation occurs and the substrate temperature 
decreases to the saturation value. If substantial sputtering occurs 
in Region III, the heat flux in Region I would be large due to 
droplets depositing on the substrate. A complete model of the 
wetting front requires the two-dimensional temperature profile 
in the substrate and liquid. However, to avoid additional com- 
plexities in this analysis and to focus on the KC model, the 
classical one-dimensional analysis for rewetting of a super- 
heated substrate is adapted to obtain an estimate of the relative 
size of the temperature changes in Regions I and III. The liquid- 
vapor interfacial temperature profile in Region II discussed 
above is not addressed in this portion of the modeling. 

We note the following assumptions that satisfy the experi- 
mental conditions of the data (Simopoulos et al., 1979), which 
are used below to evaluate the model: 

• The advancing interface moves at a constant velocity, U, 
as depicted in Fig. 1. 

• Liquid and vapor enter the test chamber at saturation con- 
ditions. The bulk liquid and the bulk vapor remain at 
saturated conditions during the experiments. 

• The velocity of displacement is independent of the liquid 
flow for low draining rates (experimental observation). 

• The temperature distributions in the solid and in the liquid 
are invariant with respect to the rewetting front. 

• The overall evaporative heat transfer coefficient is approx- 
imately constant for the wetted region. 

• The dry region ahead of the rewetting front is approxi- 
mately adiabatic. 

• The heat source in the solid is negligible because the 
power supply was shut down at the beginning of each 
experiment. 

Considering these assumptions, the one-dimensional Fourier 
heat conduction equation for the solid is (see, e.g., Yamanouchi, 
1968; Thompson, 1972) 

kw dY___~ _ pwC~,U d.._Y _ _h_ y = 0 (19) 
dx 2 dx k,, 

Table 1 &Tcr and Adsorption parameters at the oontact line for/3cr = 

9,285 × 101° j-o.5: A', c, 'ql" 

Pv sAT, bar ATer, K .~x l0  ==, j c 'ql 

1.70 77.6 7.882 1.894 1.8876 
2.39 70.0 7.734 1.882 1.8916 
3.08 63.6 7.587 1.870 1.8955 
3.77 58.6 7.455 1.859 1.8992 
4.46 53.7 7.313 1.847 1.9033 
5.15 49.5 7.179 1.836 1.9072 
Pc=34.38 Tc=487.4 
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Fig. 6 Substrate temperature profile in Regions I and III based on Eq. 
(26) fo r  ps,t = 4.46 bar ,  T " t  = 374 K, Twl = 414 K ,  TcL= 410,9 

with 

Y = T w -  T Sat 
h = constant, for the wet side, and 
h = 0, for the dry side 

and the boundary conditions, 

y(0o) = 0, y( -c~)  = Twi - T sat = Y~, 

Y ( 0 - )  = TCL -- T "tat = YCL, 

Y(0 +) = T c L -  T ~ ' t -  AT:.:c (20) 

The temperature distribution has a relatively small discontinu- 
ity, ATKc, in Region II at x = 0, which is of molecular dimen- 
sions. This change in temperature comes from the change in 
the chemical potential addressed by the KC model in the liquid 
and does not affect the one-dimensional analysis. If the sum of 
the last two terms in Eq. (6) is a constant, AT varies with (b, 
which, in turn, varies because of the constant velocity in Eq. 
(3) (see, e.g., Wayner, 1994). An additional restriction on the 
temperature profile is 

dY 

that describes the continuity in the substrate heat flux since 
there is no net loss from the substrate at the contact line. The 
relatively small heat of condensation in Region II is removed 
in a small adjacent portion of Region III as heat of vaporization. 

The resulting temperature distribution in the solid is 

Y = ( Y c L -  ATtic) 

× e x p (  pwCwkwU-  x[(pwcwkwU)2 + 4kwkwhx kw (22) 

for the wet region, x >- 0, and 

( Y c L -  Y i ) e x p ( ~ ,  x < O  (23) Y = Y i +  
\ t~w / 

for the dry region. A representative profile in the macroscopic 
region represented by this model is presented in Fig. 6. As 
described by the KC model, in a microscopic region near the 
liquid-solid interface, an average temperature jump, 2XTKc = 
1.8 K occurs over a distance of 1.07 nm for this case. 

Journal of Heat Transfer NOVEMBER 1996, Vol. 118 / 827 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



250 . . . . . .  / 
(1) Regression analysis for hlgh superheats.  ] 
(a) ~ =  = 20 mJ/m =. I 

200 (b) os= = 30 mJlm =, IIp4~ 
G,, = 4o mJ/m'.  (a)/ / 

(0) Exper imental  data / , , . , /  
~ 1 5 0  / ~ 7 ~  

100 

~80 390 400 410 420 430 
Twl, K 

Fig. 7 Comparison of Kelvin-Clapeyron model (nj = 1.9033) with experi- 
mental data of Simopoulos et al. (1979): ( ) regression analysis for 
high superheats, (+) experimental data for p~.t = 4.46 bar, ~.t  = 374 K; 
(a) ~ro s = 20 mJ/m 2, (b) ~,. = 30 mJ/m 2, (c) or, = 40 mJlm 2 

For one of the experimental system studied (P~"~ = 4.46 bar, 
Biot number ~ 5), we find that the values of Y~ and Ycr are 
approximately related by the linear correlation 

Yi ~- 1.529YcL - 17.92 (Yi :" 34 K) 

Y~ ~- YcL (Yi < 34K)  (24) 

To discuss this result, we note that Duffey and Porthouse 
(1973) obtained one-dimensional and two-dimensional analyti- 
cal solutions for the quenching of a superheated rod. Their 
analysis, which covers a large range of Biot numbers, demon- 
strated that at high superheats the rewetting of the solid is 
represented by the coupled equations of heat diffusion within 
the surface and boiling heat transfer. Blair (1975) obtained 
similar results using a two-dimensional model. In order to evalu- 
ate Eq. (24), we use the results of their two-dimensional solu- 
tion, and find that the average Y (experimental) in the range 0 
< Y~ < 60 K is given by 

Y~ = 1.23YcL (25) 

Although Eq. (25) was derived for high superheats, it provides 
values of YcL close to those provided by Eq. (24) in the same 
range of initial solid's superheat. 

(26), we have modified the classical one-dimensional conduc- 
tion solution by introducing h (P  TM, Twi), which leads to a better 
prediction of Twi. The value of ATKc = [Tl, 07 = 1) - Tl~ (~7 
= ~Tj)] and TcL. are determined using the KC model. An example 
of the temperature profile based on Eq. (26) around the contact 
line region is given in Fig. 6. 

Using the KC model, the predicted rewetting velocity was 
calculated as a function of (TcL - To) as follows. Initially, an 
estimated value for 2xTcr was picked for a given datum Pv = 
P ; ' .  Then, £xTcr(P~ "~) for the other saturation pressures were 
calculated using Eq. (18). The values of 60, A,  and c are then 
obtained from Eqs. (13), (14) and (17). The value ~Tj was 
obtained using Oa, ~ 90 deg in Eq. (16) at (2xT)c~ and kept 
constant for each value of p~t. The values of 0d~ are then 
obtained from Eq. (16) at r / = ~Tj for other values of " c "  
(which is a function of the superheat) for each value of P~" 
while keeping ~7; = const. This allows the rewetting velocity to 
vary with a change in 0do at ~7:. The heat flux was then calculated 
using these values in Eqs. (4), (6), and (7), while keeping the 
restriction on the maximum value of heat flux given by Eq. 
(5). Using the heat flux and the angle, Eq. (3) gives the value 
of the rewetting velocity. In order to obtain consistent results 
for p~,t = 4.46 bar (presented in Fig. 7) and other Values of 
the saturation pressure (presented in Fig. 8), which we believe 
successfully model the physical process of rewetting, we found 
it necessary to iterate on the value of ~Tcr  picked for the datum 
pv = p~,t and finally select the values listed in Table 1. The 
most important criterion used in this selection was fitting the 
curves to the data at all six values of p~,t. 

In Fig. 7, the experimental data and four lines are presented: 
the straight line of Simopoulos et al. (1979) and three curves 
representing the KC model for three different values of the 
substrate surface free energy. In order to compare the two re- 
sults, four interception points are designated. We find that the 
model fits these data fairly well up to approximately interception 
point IP3. IP4 represents the critical conditions in this model 
where Oan ~ 90 deg and U ~ 0. The difference between the 
temperatures at IP3 and IP4 is not large. Therefore, we conclude 
that this model successfully predicted the effect of substrate 
superheat on the rewetting velocity below a critical transition 
superheat. Since Simopoulos et al. were more concerned with 
the data at superheats higher than IP3, they focused on the linear 
model represented by IP1 and neglected the curvature in their 
data below IP3. As discussed by Peng et al. (1992), the time 
for thermal conditioning increases substantially at low rewetting 
velocities. This is probably associated with dewetting at the 

450 
Numerical  Results and Discussion 

The following procedures were used to compare the Kelvin- 
Clapeyron model predictions with experimental data provided 
by Simopoulos et al. (1979) for the inverse velocities of rewet- 
ting, U2x~ of F-113 on stainless steel at various saturation pres- 
sures. Using Eqs. ( 2 1 ) - ( 2 3 ) ,  the following equation relates 
the value of the measured initial wall temperature, Twi, to the 
value of the contact line temperature, TcL= To, and other vari- 
ables: 

kw 
Twi =TcL + - -  ( TcL -- ~x TKc) 

pwCwUcxp 

× ( ~/4kwhWh + (pwcwhwUexp)2- pwCwkwUex° 

°°°I / I  I<  11/ 
'°°I / I  

{"o F / / / /  lYl l  z  ool / / / /  

The values of the experimental variables in Eq. (26) from 
Simopoulos et al. (1979) are: pw = 8027 kg/m3; kw = (r~ - 
r~)/2ro; Cw = 502.4 J/kg K; kw = 16.3 W/mK; ro = 0.015785 
m; h = 923500 P ° ' 2 9 [ ( Z w i  - T t p l ) ;  t" i = 0.012155 m. In Eq. 

360 370 380 390 400 410 420 430 
TCL, K 

Fig. 8 Comparison of Kelvin-Clapeyron model for various saturation 
pressures with experimental data represented by straight lines ,p~.t (bar): 
(a) 1.70; (b) 2.39; (c) 3.08; ld) 3.77; (e) 4.46; and (fl 5.15 
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contact line, which occurs when 0~ ~ 90 deg in the model. 
Therefore, in the region above IP3 or IP4, a different model is 
needed. 

The rewetting velocity was also calculated for the other val- 
ues of the saturation pressure presented in Table 1. These results 
are presented in Fig. 8. Except for psat = 3.08 and 4.46 bars, 
only the presented straight lines without the data points were 
given in the literature. The lowest saturation pressure experi- 
mentally studied was p~,t = 1.70 bar. At this pressure, the model 
predicts that the temperature at IP4 is Tcr = 414.8 K. This 
compares with Speigler's criterion of Tcr = 411.2 K. As ex- 
pected (see e.g., Reyes and Wayner, 1995a), the values of AT 
at IP4 presented in Table 1 decrease with an increase in satura- 
tion pressure. 

In addition, examples of the heat flux profile and temperature 
profile in the contact line region obtained using Eqs, (3) and 
(6) are presented in Fig. 9. The variation of the apparent contact 
angle, 0ao, at ~Tj with contact line temperature is presented in 
Fig. 10. We find that an increase in Oar, at the junction of 
Regions II and III, ~Tj, is associated with an increase in curvature 
but a decrease in the rewetting velocity. This counterintuitive 
result occurs because the effect of the increases in the curvature 
and thickness on the vapor pressure is more than offset by the 
superheat effect. 

The relative size of the various temperatures changes can be 
obtained by combining the results presented in Figs. (6) and 
(9).  We find that the results presented in Fig. 6 from the classi- 
cal one-dimensional modeling of the substrate are consistent 
with the results obtained from the KC model. The successful 
coupling of these two results through the use of Eq. (26) to 
describe experimental data demonstrates at least the efficacy of 
the KC model. We also find that all aspects of the modeling 
results are consistent with expectations based on past research. 

Conclusions 
1 A Kelvin-Clapeyron model for the spreading dynamics of 

a completely wetting fluid on a heated solid substrate was 
developed. 

2 A critical superheat can be used to characterize the unknown 
surface conditions. 

3 Using reasonable values for the interfacial forces, the model 
successfully predicted the effect of substrate superheat on 
the rewetting velocity of R113 on stainless steel at super- 
heats below a critical superheat. 

4 Because of adsorption, the velocity of rewetting decreases 
with an increase in the substrate superheat. 
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Fig, 9 Temperature distribution and condensation heat  flux distribution 
in the contact  line region based on the Kelv in-Clapeyron model: Pv = 

4.46 bar, Tv = 374 K, ~8o = 30 m J / m  2, '~1 = 1.9033, Twi - T sat = 40 K, U 
= 0.019 m / s  
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Fig. 10 Var ia t ion  o f  apparent  contact  angle at the junction of Regions 
II and III, x h, for Pv = 4.46 bar and ~== = 30 m J / m  2 

5 Because of adsorption, which is a function of the substrate 
superheat, the velocity of rewetting decreases with an in- 
crease in the apparent contact angle. 

6 Both adsorption in the contact line region and conduction 
in the substrate control the rewetting of a superheated sur- 
face by a completely wetting liquid at superheats below a 
critical heat flux. 
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The Effect of the Thermal 
Boundary Condition on Transient 
Method Heat Transfer 
Measurements on a Flat Plate 
With a Laminar Boundary Layer 
The heat transfer coefficient distribution on a fiat plate with a laminar boundary 
layer is investigated for the case of  a transient thermal boundary condition (such as 
that produced with the transient measurement method). The conjugate problem of  
boundary layer convection with simultaneous wall conduction is solved numerically, 
and the predicted transient local heat transfer coefficients at several locations are 
determined. The numerical solutions for  the surface temperature are used to determine 
the Nusselt number that would be measured in a transient method experiment for  a 
range of  (nondimensionalized) surface measurement temperatures (liquid crystal 
temperatures when they are used as the surface sensor). These predicted transient 
method results are compared to the well-known results for  uniform temperature and 
uniform heat flux thermal boundary conditions. Measurements .are made and com- 
pared to the numerical predictions using a shroud (transient) experimental technique 
for  a range Of nondimensional surface temperatures. The numerical predictions and 
measurements compare well and both demonstrate the strong effect of  the ( nondimen- 
sional ) surface temperature on transient method measurements'. Transient method 
measurements will give heat transfer coefficients that range from as low as that of  
the uniform temperature case to higher than that of  the uniform heat flux case ( a 36 
percent difference). These results demonstrate the importance of  the temperatures 
used with the transient method. 

Introduction 
Many different experimental methods are used to measure 

local heat transfer. These methods can be categorized by the 
thermal boundary condition produced during the measurements. 
There are three commonly used conditions: uniform tempera- 
ture, uniform heat flux, and transient conditions. The thermal 
boundary condition influences the measurement and for the 
same geometry and flow conditions different thermal boundary 
conditions may give significantly different results for the heat 
transfer measurement. For a laminar fiat plate boundary layer 
it is known from theory that the local heat transfer for uniform 
heat flux boundary conditions is 36 percent higher than that for 
uniform temperature boundary conditions. The extent of the 
effect of the transient wall temperature associated with transient 
methods is unknown. Transient heat transfer measurement 
methods produce unsteady thermal boundary conditions since 
each location of the surface changes temperature at a different 
rate (dependent on the local heat transfer coefficient). It would 
be expected that an unsteady and nonuniform temperature plate 
(which exists when using the transient method) would yield 
different results than either the uniform wall temperature case 
or the uniform heat flux case. The heat transfer during a transient 
will depend on the temperature gradients along the wall and on 
the time for the transient to take place. 

Sugawara et al. (1988) used a transient technique for measur- 
ing flat plate heat transfer. They measured heat transfer levels 
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1995; revision received May 16, 1996. Keywords: Forced Convection, Measure- 
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44 percent higher than that of other reported measurements or 
that predicted by theory for the case of a uniform temperature. 
The results presented in the present work suggest that the results 
of Sugawara et al. (1988) were influenced by the thermal 
boundary condition associated with the transient test technique 
they used. 

O'Brien et al. (1986) compared measurements from uniform 
temperature, uniform heat flux, and transient methods on the 
leading edge of a cylinder in crossflow. At 80 deg from the 
stagnation point, they found a significant difference between 
the results. The transient measurements were only extended to 
60 deg. The uniform wall temperature boundary condition was 
also compared to a uniform heat flux on a cylinder in crossflow 
by Baughn and Saniei (1991). They found the results to be the 
same at the stagnation point, followed by an increasing heat 
transfer rate for the uniform heat flux case relative to the uni- 
form temperature case as the position increases downstream 
from the stagnation point (becoming nearly twice the heat trans- 
fer rate for the uniform heat flux case relative to the uniform 
temperature case at the separation point). Their results suggest 
that the greatest difference between measurements that use dif- 
ferent thermal boundary conditions will occur in regions where 
the heat transfer coefficient exhibits large gradients. 

Kim et al. (1993) showed, using numerical calculations, that 
impinging jet local heat transfer is independent of the thermal 
boundary condition within 2.5 diameters of the jet. 

For flat plate turbulent flow, theory predicts that the heat 
transfer rate for the uniform heat flux conditions is only 4 per- 
cent larger than the uniform temperature boundary condition 
and it has generally been assumed that transient methods will 
give nearly the same result. Taylor et al. (1989) experimentally 
investigated the turbulent boundary layer with uniform wall 
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temperature, uniform heat flux, and linear wall temperature ther- 
mal boundary conditions. They found the uniform heat flux 
results are on average 4 - 5  percent higher than the uniform 
temperature case, but measured 10-15 percent differences near 
the origin of the boundary layer. Moreover, they found the heat 
transfer to be as much as 20 percent lower than the uniform 
temperature plate when larger wall temperature gradients were 
used (a linear decreasing wall temperature profile). Their re- 
sults suggest that thermal boundary conditions may even some- 
times be important for the turbulent boundary layer. 

The present study investigates the effects of the thermal 
boundary condition for transient method heat transfer measure- 
ments on a flat plate with a laminar boundary layer. Numerical 
solutions were obtained for the laminar flow boundary layer 
over a flat plate with different thermal boundary conditions 
(uniform temperature, constant heat flux, and an unsteady wall 
temperature used to simulate the transient experimental 
method). Experiments were performed using a shroud tech- 
nique, which is a transient method. This allowed for a direct 
comparison of the heat transfer measurements for the different 
thermal boundary conditions associated with different experi- 
mental methods. 

Theory 
The effect of the thermal boundary condition on steady-state 

local heat transfer was first understood through analytical solu- 
tions. The classical solution for velocity profiles in a laminar 
boundary layer solution was done by H. Blasius (1908). Pohl- 
hausen ( 1921 ) furthered this theory by solving the energy equa- 
tion for a uniform temperature wall. His result for the local 
Nusselt number was: 

Nux = 0.332 ~ Pr 1/3 (1) 

This solution only applies to a uniform temperature plate and a 
specific (broad) range of Prandtl numbers. Baxter and Reynolds 
(1958) duplicated this solution and solved the energy equation 
using other steady-state thermal boundary conditions. They 
showed that the solution for a plate with uniform heat flux is: 

Nux = 0.453 ~ Pr 1/3 (2) 

while the solution for a plate with a linear wall temperature rise 
is: 

Nux = 0.535 ~ Pr 1/3 (3) 

These solutions show that the heat transfer for laminar flow 
over a flat plate is dependent on the thermal boundary condition 
with significant differences for different conditions. The heat 
transfer for the uniform heat flux is 36 percent greater than the 
uniform wall temperature solution and the linear temperature 
boundary condition is 61 percent greater. It is clear that the heat 
transfer coefficient increases as the wall temperature profile 
deviates from the uniform temperature condition. The wall tem- 
perature distribution is proportional to x ~/2 for the uniform heat 
flux boundary condition and is proportional to x (by definition) 
for the linear wall temperature. Therefore, as the wall tempera- 

ture deviates further from the uniform temperature condition 
(lower upstream temperatures), the heat transfer becomes larger 
than that of the uniform wall temperature case. 

The effect of the thermal boundary condition on turbulent 
boundary layers was first examined by analytical solutions. 
Kays and Crawford (1980) showed the turbulent uniform tem- 
perature plate solution to be: 

Nux 0.0296 4/5 1/3 • = Rex P r  (4) 

and the solution for a uniform heat flux boundary condition to 
be: 

Nux = 0.0308 Re~/5 Pr m (5) 

For a turbulent boundary layer, the heat transfer for the uniform 
heat flux boundary condition is only 4 percent larger than the 
uniform wall temperature. Although it would appear that turbu- 
lent boundary layers are not as dependent on the thermal bound- 
ary condition as the laminar case, the effect can still be substan- 
tial if pressure gradients produce large heat transfer and wall 
temperature gradients. For fiat plate turbulent boundary layers 
the wall temperature gradient is more shallow than the laminar 
case and it more closely matches a uniform wall temperature. 
The heat transfer coefficient is inversely proportional to x 1/5 
for flat plate turbulent boundary layers. The wall temperature 
gradients are larger in laminar boundary layers, where the heat 
transfer coefficient is inversely proportional to x 1/2. This pro- 
duces larger wall temperature gradients for the laminar case 
when using uniform heat flux or transient methods, thus increas- 
ing the effect of different thermal boundary conditions. 

Transient Method for Heat Transfer Measurements 
The transient method determines local heat transfer coeffi- 

cients by measuring the transient response of a surface tempera- 
ture to a change in the fluid temperature. The fluid can be 
changed to either a higher or lower temperature than the surface. 
Although transient methods for heat transfer measurement have 
a long history, only a brief review is included here. The transient 
method was used extensively in shock tunnels with resistance 
thermometers on ceramic substrates (Schultz and Jones, 1973). 
Some early measurements using thermal paints are reviewed by 
Schultz and Jones (1973) and Jones (1977). Clifford et al. 
(1983) used phase-change paints on acrylic models to study 
heat transfer within gas turbine blade cooling passages and 
Metzger and Larson (1986) used melting point coatings to study 
heat transfer in rectangular ducts with turns. Ireland and Jones 
(1985, 1986), Jones and Hippensteele (1987), Metzger et al, 
( 1991 ), and Baughn and Yah ( 1991a, b) have used liquid crys- 
tals for the surface temperature measurement. Liquid crystals 
ar e very suitable to measure the surface temperature transient, 
since their response is repeatable and their colors can be easily 
recorded with a video system. 

The basic principles and further details about the transient 
method are available from Ireland and Jones ( 1985, 1986) and 
Ireland (1987). A one-dimensional approximation for the sub- 
strate conduction is often used since the surface temperature 

N o m e n c l a t u r e  

Cp = specific heat of substrate 
erfc = complementary error function 

h = total heat transfer coefficient 
hr = heat transfer coefficient due to ra- 

diation 
k = thermal conductivity of substrate 

Nux = local Nusselt number 
Nuxt = local Nusselt number determined 

with the transient method 

Nuxc = Nux, corrected to the uniform tem- 
perature boundary condition 

Pr = Prandtl number 
Rex = Reynolds number based on dis- 

tance x 
t = time from start of transient 

TLc = liquid crystal temperature 
To = initial temperature 
T~ = free-stream temperature 

T* = nondimensional liquid crystal tem- 
perature 

x = distance from leading edge of plate 
3' = h ( t /pCpk)  m 
c = surface emissivity 
p = substrate density 

= Stefan-Boltzmann constant 
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Fig, 1 Diagram of experimental apparatus used for the shroud (tran- 
sient) technique 

response is limited to a thin layer near the surface and lateral 
conduction can be shown to be small (Dunne, 1983). The tran- 
sient method is compared to the heated-coating method by 
Baughn et al. (1989). 

There are a variety of techniques used to accomplish the 
fluid temperature change relative to the surface. For example, 
Clifford et al. (1983), Ireland and Jones (1985, 1986), and 
Metzger et al. ( 1991 ) all use an ambient temperature sample and 
then suddenly raise the temperature of their flow with switching 
valves. Jones and Hippensteele (1987) used in-situ heating of 
a wind tunnel wall and then initiated the flow using a diverter 
door. They also used multiple liquid crystal coatings to reduce 
the dependence of the results on the initial wall temperature 
distribution. O'Brien et al. (1986) used a preheated cylinder 
and suddenly inserted it into place across a channel with an 
ambient temperature flow field. B aughn and Yah ( 199 l a) devel- 
oped an insertion technique in which a preheated section of 
duct is suddenly connected onto another section of duct with 
developed flow to study internal heat transfer. Baughn and Yan 
(1991b) also describe a preheated wall method for a study of 
heat transfer from a surface to an impinging jet. 

The technique described in the present study, referred to as 
the shroud technique, is a new variation on the transient method 
and was developed by Butler and Baughn ( 1995 ). In this tech- 
nique, a model is preheated inside a removable shroud to a 
uniform and constant temperature. To produce the transient, the 
model is suddenly exposed to ambient temperature wind tunnel 
air by ejecting the shroud. With this technique the model itself 
does not move while the flow develops around the model. The 
flow development time is generally short compared to the mea- 
sured transient. This technique avoids any effects of the motion 
of the model, which in other techniques may affect the heat 
transfer for a portion of the transient. This technique also has 
the flexibility of allowing the models to have complex shapes. 
The models themselves are simple and are made of Plexiglas 
without a need for instrumentation or heating in the model. 

Shroud Technique (Transient Method) Apparatus 
Figure 1 is a diagram of the apparatus used for the shroud 

technique. The apparatus has three major components: a shroud, 
a computer-controlled heater assembly, and an ejection mecha- 
nism (not shown in Fig. 1 ). The shroud consists of two concen- 
tric tubes with the model inside the center tube. Although these 
tubes can be of any shape, in the present study they are con- 
structed from a 0.127 m PVC pipe, with a 0.102 m pipe mounted 
in the center. 

The heater assembly has similar concentric tubes, which mate 
to one end of the shroud. It also contains a small fan and an 
electrical heater (a 100 W light bulb in the present study). Air 
is circulated from the heating unit between the two tubes and 
up through the center of the shroud alongside the model. The 
air can circulate in either direction, but was circulated past the 
heater and then between the tubes in the present study in order 
to mix it thoroughly before it flows by the model. 

In order to control the temperature of the air and the model 
(keep the model temperature uniform and constant with time), 
the temperatures on the model were measured with four thermo- 
couples along the span using an A/D card in a PC. A program 
was written to switch the electric power to the heater in accor- 
dance with these measured temperatures. The A/D card had 
low-voltage digital DC outputs, which were used with solid 
state relays to provide power to the heater and the fan. 

The technique involves heating the model for an extended 
period of time (approximately 3 or more hours) inside the 
shroud. During this time the Plexiglas model comes to a uniform 
and constant temperature. The initial temperature of the model 
is set above the color transition temperature of the liquid crystal 
on the model surface. The wind tunnel flow is then established 
and when ready the shroud is ejected exposing the model to 
the wind tunnel flow. This establishes the surface temperature 
transient required for the transient method. The liquid crystal 
color changes are recorded on video tape and the method for 
data reduction is described below. 

The flat plate model used was constructed from Plexiglas and 
was 0.098 m long in the flow direction and 0.00635 m thick. 
The measurement side of the model was fiat and the backside 
of the leading edge was machined with a sharp 30 deg angle. 
The fiat surface was mounted 1 deg windward to prevent flow 
separation off the sharp leading edge. The test portion of the 
model was air brushed with black paint and a thin layer of 
liquid crystals. The liquid crystal selected had a yellow-red 
color change temperature of 36.85°C. The wind tunnel test sec- 
tion was 0.61 m by 1.02 m wide. The model was mounted 
vertically in the tunnel and was 0.61 m high. The wind tunnel 
is open loop with a variable speed from 6.5 to 21 m/s. The free- 
stream turbulence was measured with a hot-film anemometer to 
be approximately 1.0 percent. 

Transient Shroud Data Reduction 
A typical video record shows the color changing first near 

the leading edge and the color change moving along the plate 
in the direction of the flow slowly (the high heat transfer regions 
cool faster and change color first). A timer in the video record 
is used to measure the starting time and the elapsed time until 
color transition for each location. Because the model aspect 
ratio is high, the data are two dimensional and the video shows 
vertical isothermal color lines, which are parallel to the leading 
edge of the model. The liquid crystal color band clearly shows 
green, yellow, and red. As each location cools, the surface there 
will first turn green, followed by yellow and red. For each 
location, the time for the color change for the yellow to red 
transition is recorded. 

In order to determine the temperature for the yellow to red 
transition, liquid crystal calibrations were performed. A calibra- 
tion system with a linear temperature gradient was used to 
establish the color appearance on a video monitor, as described 
by Baughn and Yan (1991a). In this method, four calibrated 
thermocouples establish the temperature gradient, and the loca- 
tion of the yellow color band is measured from the video moni- 
tor. 

The local heat transfer coefficients can be found from the 
time for each location to cool to the liquid crystal color transi- 
tion. The time is used in solving for the conduction transient 
in the Plexiglas substrate. It has been shown that in most cases 
the conduction is nearly one dimensional. With large heat trans- 
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fer coefficient gradients on small models this may not be the 
case. For example, Perera and Baughn (1994) find a two-dimen- 
sional solution for the flutes in a spirally fluted tube. In the 
present study, and for most wind tunnel modeIs, the conduction 
can be assumed to be one dimensional. For one-dimensional 
conduction into a semi-infinite medium with a convective 
boundary condition, the solution for the surface temperature is: 

T* = TLC - -  T= - -  e T2 erfc (Y) (6) 
T o - T ~  

where y is a nondimensional parameter related to the heat trans- 
fer coefficient h by: 

h = y p ~ p k  (7) 

The nondimensional liquid crystal temperature (T*) in Eq. (6) 
is defined in terms of the liquid crystal transition temperature 
(Ttc), free-stream air temperature (T=), and the initial tempera- 
ture (To). In these experiments, these temperatures are all fixed 
in advance. The value of y is found for the selected T* from 
Eq. (6).  Since Eq. (6) is an implicit equation in % it requires 
an iterative solution, which is done using a approximation for 
the complementary error function from Abramowitz and Stegun 
(1970). Using the video record, the time (t) for each location's 
local surface temperature to cool to the yel low-red liquid crys- 
tal transition temperature is measured. The local heat transfer 
coefficients are then calculated using Eq. (7) with the known 
thermal properties of the Plexiglas model. 

These heat transfer coefficients include convection and radia- 
tion. The convection component can be determined by sub- 
tracting the radiation component, which is found by the follow- 
ing equation: 

hr : 60"(TLc + T=)(TZzc + T~) (8) 

The radiation component generally cannot be neglected since 
the model views surroundings at the ambient temperature. The 
emissivity for the black paint/liquid crystal coating is estimated 
to be 0.85 _+ 0.15. The uncertainty analysis includes uncertainty 
in the radiation correction. 

In the present technique (and other transient techniques) the 
ambient air, liquid crystal, and model initial temperatures are 
chosen in advance. These variables show up in the data reduc- 
tion in the form of the liquid crystal nondimensional temperature 
T* (see Eq. (6)) .  For the limit of T* equal to 1.0, the model 
initial temperature and the liquid crystal temperature are the 
same. This produces a uniform wall temperature during the 
transient but cannot be used since measurements with transient 
techniques require the initial wall temperature to be measurably 
higher (or lower) than the liquid crystal temperature. If uniform 
temperature boundary conditions are desired, transient tests 
should be run at T*s as close as possible to 1.0, but the higher 
the value of T*, the higher the uncertainty of the measurement. 
The effort to approximate a uniform wall temperature boundary 
condition using transient methods has to be balanced with the 
desire for keeping the uncertainties low. This tradeoff requires 
an understanding of the effect of transient boundary conditions 
on the heat transfer measurement. 

Uncertainty Analysis 
The results of an uncertainty analysis (using ASME standard 

uncertainty methods and 95 percent confidence) are summa- 
rized in Table 1. The individual contributions of each measure- 
ment to the total uncertainty are given for typical conditions. 
The thermal properties of the model and the initial temperature 
of the transient contribute to the largest individual uncertainties 
in the measurement. The total uncertainty of the local heat 
transfer coefficient is estimated to be approximately 6 percent. 

Table 1 Uncertainty analysis for the transient shroud technique 

Measured Parameter Ix/ Typical Vah¢ 5x ~,~ Unceilain~ ~%1* 

T® 22.7 ° C , l  .77 

38.97" C .1 3,05 L 
T~ 

4(pC.k) 

35.85' C ,1 .93 

575 25 4.57 

.85 .15 , .89 

t 1.15 se¢ ,03 I 1.29 

* (]~)(oW0x~x 
Totals5.9% 

Numerical Scheme 
Computer codes were written to solve numerically for lami- 

nar flow over a fiat plate with different thermal boundary condi- 
tions (uniform temperature, uniform heat flux, and an unsteady 
wall temperature associated with transient methods). The gov- 
erning equations and numerical techniques are standard. The 
numerical scheme used is described by Anderson et al. (1984). 
The uniform temperature and uniform heat flux cases were done 
as a check on the numerical techniques since results for these 
cases are well known. 

The transient method case is a conjugate problem requiring 
a simultaneous solution of the boundary layer convection and 
the wall conduction. (The wall temperatures during the transient 
are continually changing and are not uniform.) For this case the 
uniform wall temperature code was modified to allow for the 
wall temperatures to be variable. The code first calculates the 
boundary layer velocity and temperature profiles for a uniform 
wall temperature (i.e., the starting temperature of a transient 
test) and the corresponding local heat transfer coefficients. 
Since each location on the plate has a different initial heat 
transfer coefficient, the initial rates of change of the local wall 
temperatures are also different. The change in the wall tempera- 
tures for the next time step are calculated using the one-dimen- 
sional transient wall conduction equation with the local heat 
transfer coefficients. New values of h are then determined from 
the new wall temperature distribution using the boundary layer 
energy equation. For subsequent time steps, a time-averaged 
heat transfer coefficient is used in the one-dimensional transient 
wall conduction equation to update the surface temperatures. 
Since the one-dimensional transient wall conduction equation 
assumes h is constant with time (which is not the case here), 
this numerical procedure is approximate. Butler (1995) has 
shown that (for the time periods of interest in the transient 
method) this numerical method produces nearly identical results 
to those obtained with a true conjugate solution of the simultane- 
ous convection and wall conduction. 

The energy equation for the boundary layer assumes that at 
any time step the boundary layer is at steady state. This is a 
common assumption for boundary layers and is reasonable be- 
cause the time scale for the wall conduction is much greater 
than the time scale for convection. For example, Kurkal and 
Munukutla (1989) showed the time scale for the boundary layer 
and convection is very short (on the order ofx/u) ,  as compared 
to the transient conduction through the wall (L2/a). 

Numerical Results 
The numerical predictions for the uniform temperature and 

uniform heat flux are compared to theory (given by Eqs. (1) 
and (2))  in Fig. 2. These test cases were used to validate the 
codes. As expected, the local Nusselt number for the constant 
heat flux is 36 percent higher than the uniform temperature 
solution independent of location. A typical wall temperature 
distribution for the uniform heat flux condition is shown in Fig. 
3. For this case the wall temperature is lower near the beginning 
of the plate (where there is a higher heat transfer rate) and 
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Fig. 2 Comparison of theoretical end numerical prediction of the local 
Nusselt number distributions for uniform temperature and uniform heat 
flux boundary conditions 

increases at a rate proportional to X 112 . The lower upstream wall 
temperatures results in a higher heat transfer rate downstream 
than would be the case if the wall temperature were uniform. 

The numerical predictions for the conjugate solution provide 
the time for each location to reach the liquid crystal temperature 
(depending on T*). A transient method Nusselt number (Nux,) 
is calculated from this time using Eqs. (6) and (7). It should 
be noted that this Nu,, is not the actual local Nusselt number, 
which is a function of time. It is the local Nusselt number that 
the standard transient method would produce using Eqs. (6) 
and (7) for a selected T*. The values are shown in Fig. 4 as a 
function of position for a range of T*'s. As a reference, the 
steady-state uniform wall temperature and constant heat flux 
predictions are also shown on this plot. It is clear that the local 
Nusselt number as determined by the transient method is highly 
dependent on the uondimensional liquid crystal temperature 
(T*) used in the transient method. As expected, the closer T* 
is to 1.0, the more the transient method acts like a uniform wall 
temperature method (although even at T* = 0.9, the results are 
quite different). This strong effect of the value for T* can 
be understood by examining the sketch in Fig. 5, where the 
temperature distribution along the wall is shown for different 
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Fig, 3 Typical wall temperature distribution with a uniform heat flux 
boundary condition (numerical prediction) 
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Fig, 4 Local Nusselt number distributions for transient boundary condi- 
tions (numerical prediction) 

times. As time increases during the transient, the upstream tem- 
peratures are lowered relative to the downstream temperatures 
due to the higher upstream heat transfer coefficients. Lower T*s 
require longer transients during which the downstream heat 
transfer increases. This has significant ramifications to the inter- 
pretation of measurements made using transient methods. 

Transient methods assume that the local heat transfer coeffi- 
cients are constant over time (Eqs. (6) and (7) assume h is 
constant with time). In fact, this is not actually the case. For 
example, the variation of the heat transfer coefficient for one 
location is plotted in Fig. 6 as a function of time. The time used 
for the calculation of h using the transient method is shown on 
this graph for a range of T*'s. The lower the T*, the greater 
the change in h. For this laminar layer there is even a significant 
change for a T* of 0.9 (more than 10 percent). This is true for 
the laminar boundary layer because of the large gradients in 
heat transfer coefficient (which are proportional to 1/xl/2). The 
gradients are shallower on a flat plate with turbulent boundary 
layers because the heat transfer coefficient is proportional to 
1/x=15; therefore, this transient effect would not be as large. 
However, Taylor et al. (1989) showed that the thermal bound- 
ary condition can have a larger effect in turbulent boundary 
layers when the heat transfer and wall temperature gradients 
are larger. 

Fig, 5 
a transient 
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Z 
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Sketch of the temperature distribution along the flat plate during 
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Experimental Results Using the Shroud Technique 
The flat plate laminar boundary layer heat transfer was mea- 

sured using the shroud technique (a transient method) using 
four different nondimensional temperatures (T* = 0.6, 0.7, 0.8, 
and 0.9). The transient method Eqs. (6) and (7) were used to 
calculate local h's, which are shown in Fig. 7. Also shown in 
this figure are the theoretical heat transfer coefficients for the 
uniform wall temperature and constant heat flux boundary con- 
ditions. As expected, the higher the nondimensional temperature 
T*, the closer the measurements are to the uniform wall temper- 
ature solution. The graph also shows how strongly dependent 
the heat transfer is on the transient nondimensional temperature 
(T*). It should be noted that the experimental data for T* = 
0.6 diverge near the end of the plate. This is due to the longer 
transients required for T* = 0.6 at these locations. The long 
duration of the transient allows the semi-infinite substrate as- 
sumption to break down and this causes the calculated heat 
transfer to increase further. The T* = 0.6 data were included 
to show the overall effect of T* (in practice, T's this low should 
not be used). 

Comparison of Numerical Predictions and Measure- 
ments 

The numerical predictions using the transient boundary con- 
ditions are compared to the shroud (transient) experimental 
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Fig. 7 Measured local Nusselt number distributions for transient bound- 
ary conditions using the shroud (transient) method 
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Fig. 8 Comparison of measurements and numerical predictions of the 
local Nusselt number with transient boundary conditions (T* = 0,9 and 
0.7) 

measurements in Figs. 8 and 9. For reference, the theoretical 
solutions for a uniform wall temperature and a constant heat 
flux are also shown on these plots. Figure 8 compares the T* 
= 0.9 and T* = 0.7 transients. For clarity, a separate plot (Fig. 
9) is used for T* = 0.8 and T* = 0.6. The experimental results 
compare favorably to the numerical solutions, showing higher 
heat transfer as the nondimensional temperature decreases. 

Correlation for T* Effect on Transient Method 
The transient method produces thermal boundary conditions 

that are very different from the common thermal boundary con- 
ditions used in most experimental heat transfer. Since T* = 1.0 
(one limit on the transient method) corresponds to a uniform 
temperature boundary condition, it is possible to collapse tran- 
sient method results to the uniform temperature case. A correla- 
tion that transforms the Nusselt number determined from the 
transient method (Nux,) to a corrected Nusselt number Nux, for 
a uniform temperature boundary condition has been determined 
using the numerical results. This correlation is dependent on 
T* and the Reynolds number: 
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Fig. 9 Comparison of measurements and numerical predictions of the 
local Nusselt number with transient boundary conditions (T* = 0.8 and 
0.6) 
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Fig. 10 Transient method Nusselt number corrected to the uniform tem- 
perature boundary condition 

Nu~c = Nuxt (T*)  (4'9/Re~a) (9) 

The correlation is strongly dependent on the transient nondi- 
mensional temperature (T*) with a weak dependence on Reyn- 
olds number. It is plotted in Fig. 10. This correlation collapses 
the transient numerical results to within 1.5 percent of the theo- 
retical uniform wall temperature solution. The correlation was 
determined for a T* range between 0.6 and 1.0 and a Reynolds 
number between 700/(T*)4 and 40,000. Since it is weak func- 
tion of Reynolds number, it may be valid over a much broader 
range of Reynolds numbers. 

Conclusions 
This study has shown the importance of the thermal boundary 

condition used by different heat transfer measurement methods. 
This effect is especially significant for transient methods with 
laminar boundary layers where it can have a strong effect on 
the measurements and their interpretation. For example, in the 
present study, the results that would be obtained using the tran- 
sient method ranged from those of a uniform temperature 
boundary condition (for the limiting case of T* = 1.0) to more 
than 36 percent above that value (for a T* of 0.6) 

A correlation was developed to collapse the transient method 
data to that of a uniform temperature boundary condition for a 
limited range of T*'s and Reynolds numbers. 

It is best when using the transient method to select the temper- 
atures to obtain the highest possible value of T* if the data are 
to be compared to uniform temperature boundary conditions. 
In a given application, this requires a tradeoff between the effect 
of the thermal boundary conditions and the uncertainty in the 
measurements (which increases with increasing T*) 

This study was limited to the laminar boundary layer. It is 
expected that in most cases, the effect of the thermal boundary 
conditions for turbulent boundary layers will be less (and there- 
fore the effect on the transient method also less). However, in 
cases where there are large heat transfer gradients (for example, 
near regions of separation), the effects could be significant. 
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Thermocouple Lag in Transient 
Heat-Shield Measurements Due 
to Thermal Mass Difference 

Introduction 
Ballistic missile flight test designers use thermocouples to 

make in-depth temperature measurements of the missile's heat 
shield. A cylindrical plug, fashioned of the heat-shield material, 
is fitted with thermocouple wires at precise depths and mounted 
into a complementary hole in the heat shield. The plug surface 
is flush with the heat-shield surface and the thermocouple wires 
run some distance parallel to the surface before bending to the 
missile interior, as shown in Fig. 1. A reading of the voltage 
difference between the two wires joined at the center of the 
plug is directly correlated with the temperature of the joint. If 
the isothermal length parallel to the surface is sufficiently long 
relative to the wire thickness, thermal conduction down the 
colder vertical segments will have little effect on the joint tem- 
perature. In such a case the measured thermocouple temperature 
is generally thought to be the same as the temperature of the 
heat-shield material at that depth. 

The thermocouple temperature actually lags the heat-shield 
temperature during transient heating, most notably in atmo- 
spheric re-entry. Common thermocouple wires consist of metals 
with high thermal mass (the product of specific heat and den- 
sity). Ablating heat-shield materials have significantly lower 
thermal mass, in some cases an order of magnitude lower. For 
the same amount of heat, the thermocouple wire experiences a 
smaller temperature change than the same volume of heat-shield 
material. This gives rise to a temperature difference between 
the thermocouple wire and the surrounding heat shield. Conduc- 
tion of heat from the surrounding heat shield to the thermocou- 
ple wire lessens this effect, but a finite difference persists. Simi- 
lar problems have been considered by previous authors (Beck, 
1962, 1968; Pfahl and Dropkin 1966), though not in the context 
of the plug design of Fig. 1. 

This paper shows that the thermocouple and heat-shield tem- 
peratures can be related through a time-dependent Volterra inte- 
gral equation of the second kind involving a heat kernel. An 
approximate solution of the equation in the presence of expo- 
nentially increasing temperature shows that the thermocouple 
lags the heat shield by a fixed percentage. The lag is expressed 
quantitatively in terms of the thermal mass mismatch and the 
thermocouple wire thickness. The analysis ignores variations in 
thermal properties with respect to temperature, but establishes 
the relationships between the lag and design parameters. Thus, 
the analysis enables effective thermocouple design for re-entry 
heat shields but should not be construed as a tool for post- 
mission correction of lagging thermocouple data. 

Thermocouple Analysis 
Figure 2 depicts the cross section of two types of thermocou- 

ple wire embedded in heat-shield material. The circular wires 
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appear more frequently in applications, but the ribbon wires 
have the advantage of superior strength for the same thickness. 
Local heating problems concerning circular wires require two- 
dimensional analysis. The ribbon wires are much wider than 
they are thick and can be treated as one-dimensional across 
their thickness. The two-dimensional case demands more care- 
ful attention and we treat it first. The one-dimensional case 
follows using appropriate simplifications. 

A number of strict assumptions apply to thermocouples em- 
bedded in typical re-entry heat shields. It is assumed that the 
thermocouple is a much better thermal conductor than the heat- 
shield material and that all heat transfer within the heat shield 
and between the heat shield and the thermocouple is conductive. 
We neglect any thermal contact resistance between the thermo- 
couple surface and the surrounding heat shield, though one may 
well imagine such resistance exists in practice. The thermocou- 
ple is treated as an isothermal body characterized by the single 
temperature Tc(t). The thermocouple radius a is assumed to be 
small compared to the length scale of temperature gradients in 
the heat shield. This allows approximation of the temperature 
distributions by perturbation series in the thermocouple radius 
(i.e., truncations of convergent Taylor series expansions in pow- 
ers of a) .  

The heat shield is assumed to be of infinite extent and the 
heat-shield temperature far from the thermocouple is assumed 
to be unperturbed by the thermocouple. This limits the results 
to cases in which the thermocouple radius is small compared 
to its depth beneath the heat-shield surface. The heat-shield 
thermal properties are assumed to be uniform and independent 

• of temperature. This is a poor approximation for real heat-shield 
materials. It is necessary because it allows modeling of the 
conduction by linear equations, which can be treated analyti- 
cally. The results will allow basic understanding of thermocou- 
ple lag and provide approximate answers useful for design pur- 
poses, but they will fall short of the quantitative accuracy neces- 
sary for post-mission analysis of thermocouple data. 

The following equations govern the dependence of the heat- 
shield temperature distribution T(r,  O, t) on the thermocouple 
temperature To(t) and the unperturb0d (far-field) heat-shield 
distribution T*( r, O, t): 

OT 
- -  = o~V2T r ~ a ( l a )  
Ot 

T ( r , O , t ) ~ T * ( r , O , t )  r ~  ( l b )  

T(a, O, t) = To(t) ( l c )  

T(r, O, O) = T*(r, 0, 0) ( l d )  

T~(t) = ce ~ VT.r~ds ( l e )  
eTi-a 2 

The line integral is taken over the circumference of the thermo- 
couple wire cross section. The parameter e is the ratio of thermo- 
couple thermal mass to heat-shield thermal mass and a is the 
thermocouple wire radius. These coupled equations imply a 
direct relationship between the unperturbed temperature T* and 
the thermocouple temperature To, as shown below. 
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Fig. 1 Heat-shield thermocouple plug 

It is convenient to express these equations in terms of devia- 
tions from the unperturbed temperature distribution. To that 
end, we make the following definitions: 

Tl ( t )  = T*(O, O, t) 

u = T * - T  

u c = T 1 - T c  

Ideally the thermocouple matches the heat-shield temperature 
T1 at its depth. In transient heating the thermocouple error uc 
is nonzero. The equations for u and uc are 

Ou 
- -  = ~x~72u r --- a (2a) 
Ot 

u(r ,  O, t) --* 0 r--* oo (2b) 

u(a,  O, t) = uc(t) + T*(a,  O, t) - T l ( t )  (2c) 

u(r ,  0, 0) = 0 (2d) 

a ~ ( t ) = 7 ) , - - - - f f - - - ( ~ T T * . ~ d s - ~ T u . ~ d s ) . c T r a  2 (2e) 

Exploiting the assumption that a is small compared to spatial 
gradients in the temperature distributions, consistent expansions 
for u and T* near the thermocouple surface are 

u(r ,  O, t) = A ( r ,  t) + O(a)  

T*(r ,  O, t) = Tl(t) + O(a)  

where A ( r ,  t) is the main component of the distribution u(r ,  
0, t). These approximations are a direct consequence of ex- 
panding the unperturbed distribution T* in a Taylor series in 

/ THERMOCOUPLE//./I 

V//// / / / /A 

r//HEATSHIELD//,/A 
r / / / I / / / / / / , t  

2a 
THERMOCOUPLE 

(a) CIRCULAR WIRE (b) RIBBON WIRE 

Fig. 2 Circular and ribbon thermocouple cross sections 

powers of a. Applying the divergence theorum and the conduc- 
tion equation for T* gives 

f f  OT* ~7T*" Ads = ~72T*dA = "Ira 2 ~ (0, O, t) + O(a 4) 

= 7ra27~l(t) + O(a4) .  

The second integral in Eq. (2e) becomes 

~7u'rlds = a ~r  (a,  0, t)dO 

~ r  (a, t) + 27ra O(a 2) 

The system of equations (2) for u(r ,  O, t) can be expressed in 
terms of A(r,  t): 

OA [ OZA 1 0 A ~  
0-'-t-= ~,-~-r 2 + - r ~ r  ) (3a) 

A ( r , t ) ~ O  r ~  (3b) 

A ( a ,  t) = uc(t) + O(a )  (3c) 

A ( r ,  0) = 0 (3d) 

ac ~ r  (a,  t) + O(a)  (3e) 

Note that Eq. (3e) can be rewritten as 

Or ~ a~ 1 7~1 , 

N o m e n c l a t u r e  

a = thermocouple radius 
A = radially symmetric component of u 
B = Laplace transform of A 
c = thermocouple fractional lag 
f = boundary value for A 
F = Laplace transform o f f  
g = boundary value for OA/Or 
G = Laplace transform of g 
k = heat-shield thermal conductivity 
cp = heat-shield specific heat 
r = radial distance from thermocouple 

center 
t = time 

Z ~ 

T! = 

T* = 

Tc= 

u = T * - T =  

u c = T ~ - T o =  

heat-shield temperature a = k fEte = 
distribution 6 = a q a / a  = 
heat-shield temperature 
at thermocouple depth c = p '  c~/pcp = 
unperturbed heat-shield p =  
temperature distribution pcp = 
thermocouple tempera- 
ture 
difference between un- p '  c~ = 
perturbed and perturbed 
temperature distributions a = 
difference between heat- 
shield and thermocouple 
temperatures 4> = 

heat-shield diffusivity 
dimensionless thermo- 
couple radius 
thermal mass ratio 
heat-shield density 
heat-shield thermal 
mass 
thermocouple thermal 
mass 
reciprocal of heating e- 
fold time 
Laplace transform of 
heat kernel 
heat kernel 
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This system overdetermines the distribution A (r ,  t) in general. 
To see this, consider the generalized form of the system (3):  

OA [ 02A 1 0 A  \ 

0-7 = + - r - f i r  ) 

A ( a ,  t) = f ( t )  

OA 
O-T (a,  t) = g ( t )  

A ( r ,  O) = 0 

A ( r , t ) ~ O  r ~ o o  

Letting B(r ,  s ) ,  F ( s ) ,  and G(s )  be the Laplace transforms of 
A ( r ,  t ) ,  f ( t ) ,  and g( t ) ,  respectively, we see that this system 
yields a solution without knowledge of g ( t ) :  

B(r ,  s)  = ~ ( r ,  s ) F ( s )  

where 

r s 

and Ko(z) is a modified Bessel function of the second kind. 
Satist~cing the condition OA / Or( a, t) = g ( t ) requires 

where 

G(s )  = - as d~(s)F(s) 
Ol 

ce O~ Ki(Z) 
,~(s) - ( a ,  s) (4)  

a s  Or zKo(z) 

and z = a s ~ .  Inverting the Laplace transform we find 

°f0 f0 - g ( t ' ) d t '  = ¢ ( t  - ~-) f (r)d~-  (5) 
a 

where ¢ ( t )  is the inverse Laplace transform of ~ ( s ) .  The 
boundary values f ( t )  and g( t )  must satisfy Eq. (5) in order 
that the system not overdetermine A ( r ,  t).  

Interpreting Eq. (5) in terms of the thermocouple error uc 
and the local heat shield temperature T1 using Eqs. (3c)  and 
(3e) gives 

eu~(t) + 2 q~(t - T)U~(~')dT = (e -- 1 )Tl ( t )  (6) 

in which we have assumed that T~ (0) = 0 and u~(0) = 0. The 
first assumption amounts to setting the temperature scale and 
imposes no loss in generality. The second assumption requires 
that the thermocouple initially read the correct heat-shield tem- 
perature. Equation (6) is a Volterra integral equation of the 
second kind for the thermocouple error Uc(t) in terms of the 
heat-shield temperature Tt (t) and a heat kernel ~b(t). In princi- 
ple, this equation provides a means of determining the heat- 
shield temperature from the thermocouple measurement ~ ( t )  
(recall that u~ (t) = T1 (t) - Tc ( t ) ). The analysis above assumes 
the thermal properties, characterized by the diffusivity a,  are 
constant with respect to temperature. Practical heat shields al- 
most always violate this assumption. Equation (6) relates design 
parameters, a ,  ¢, and ce, to the thermocouple accuracy, uc(t),  
and should not be viewed as a practical means of correcting 
data collected from poorly designed thermocouples. 

Thermocouple accuracy during transient heating is the pri- 
mary interest of this paper. Heat-shield temperatures increase 

Table 1 Thermocouple lag for various heat shields 

Heat shield 
material 1 2 3 4 

c~ (mm2/s) 0.25 0.08 0.02 0.25 
pc;, (J/cm 3 K) 2.0 2.5 0.33 0.24 
e* 2.0 1.6 12 17 
Lag? (percent) 
Circular: 3 mil 0.28 0.42 22.9 4.4 
Circular: 1 rail 0.04 0.07 4.0 0.7 
Ribbon: 0.5 rail 0.35 0.37 13.5 5.6 
Ribbon: 0.2 mil 0.14 0.15 5.4 2.2 

1. Silica-Phenolic 2. Avcoat 2 3. Cork 4. Acusil 2 
* Type-K thermocouple, p'Cp = 4.0 J/(cm 3 K) 
t Mach 10 reentry, a = 0.3 s -~ 

exponentially during atmospheric re-entry and one can deter- 
mine how well thermocouples perform in such an environment 
using Eq. (6) .  Assume T~(t) = e G' and that the thermocouple 
error is asymptotically proportional, uc(t) ~ ce °' as t ~ oo. 
Equation (6) becomes 

c(, + 2f[ qS(t)e ~ ' d t ) = e - 1  

The integral is the Laplace transform of ~b(t), fortunate because 
a closed-form expression for ~b(t) itself is unavailable. So, we 
have 

e - 1  
c - (7) 

c + 2~(~r) 

For typical parameter values, the dimensionless argument 
6 = m/cr/ce is small and we have from Eq. (4) 

Ki(~)  - 1  
¢,(cr) - - -  

6Ko(6) ~ 62 In 6 

as 6 ~ 0. Equation (7) becomes 

1 c ~ 7(e - 1)62 In (1 /6) .  (8) 

The coefficient c is the ratio of the thermocouple error uc(t) to 
the heat-shield temperature T~(t) at the thermocouple depth. 
Since this is constant in time, the error can be characterized as 
a lag proportional to the change in heat-shield temperature. The 
parameter 6 is a dimensionless thermocouple wire radius and e 
is the ratio between thermal masses of the thermocouple wire 
and the heat-shield material. A thermal mass ratio not equal to 
1 will produce a nonzero lag. That is, if the thermocouple is 
thermally heavier than the heat shield, it will respond more 
slowly than the heat shield and will thus read low. The lag can 
be minimized by using sufficiently thin wires, making 6 small. 

Table 1 shows results for various heat-shield materials used 
commonly today. A type-K thermocouple wire (Dunlap, 1988) 
and a nominal heating rate of ~r = 0.3s 1 are assumed. Circular 
wires of diameter 3 mil (0.003 in.) and 1 mil and ribbon wires 
of thickness 0.5 rail and 0.2 mil are represented. The larger 
value for each type corresponds to the thinnest available off- 
the-shelf wire. The smaller value for each type corresponds to 
specially manufactured or hand-made wire. The heating rate is 
typical of Mach 10 re-entry with re-entry angle of roughly 45 
deg. The lags in Table 1 were computed using Eqs. (8) and 
(9) .  For heavy heat shields, such as silica-phenolic or the ep- 
oxy-based materials, the ratio e is greater than 1 but less than 
2. Lags for such heat shields are rather small. Light heat shields, 
such as cork, suffer rather large lags and require superior engi- 
neering (circular wires of 1 mil diameter or ribbon wires of 
0.2 rail thickness) to yield useful re-entry measurements. Data 
collected with lags exceeding roughly 10 percent require post- 
flight correction similar t6 that modeled by Eq. (6) assuming 
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constant thermal properties. Ideally, the temperature depen- 
dence of the heat-shield thermal properties should be taken into 
account, but Eq. (6) can be used to make rough post-flight 
corrections. 

Thermocouple lag correlates most directly with the thermal 
mass ratio e. Low thermal mass materials, such as cork and 
Acusil 2, heat much more quickly than the type-K thermocouple 
assumed in Table 1, thus causing significant lags. Types G and 
R thermocouples have somewhat lower thermal mass and can 
mitigate this problem slightly. Unfortunately, both have practi- 
cal limitations that render them unfit for use in re-entry heat 
shields. Type G wires are composed primarily of tungsten, 
which is too brittle to make thin wires (Liptak and Venczel, 
1982). Type R thermocouple have poor linearity and low output 
below 800 K (Liptak and Venczel, 1982). 

The analysis is much the same for the ribbon thermocouples. 
Instead of circular geometry around the wire, one assumes a 
one-dimensional geometry with the ribbon thickness sand- 
wiched between heatshield material on either side as in Fig. 
2(b) .  An equation identical to Eq. (6) holds, with the Laplace 
transform ~( s )  of the heat kernel ~b(t) in Eq. (4) being replaced 
by 

a 

The expression for the lag Cribbon corresponding to Eq. (8) is 

Cribbo,, = ½(e -- 1)6 (9) 

Table 1 shows that ribbon thermocouples of commonly used 
thickness have lags very close to circular thermocouples of 
commonly used diameters. Figure 3 shows the results from Eqs. 
(8) and (9) applied to thermocouples in silica-phenolic and 
cork using the same parameters as in Table 1. The fractional 
lag is plotted versus thermocouple radius for circular wires and 
versus half-thickness for ribbon wires. The lags for cork are 
significantly higher than those for silica-phenolic since the ther- 
mal mass mismatch is much greater for cork. The lags for ribbon 
thermocouples exceed those for circular thermocouples of the 
same thickness. 

Summary 
A thermocouple wire embedded in a heat-shield material lags 

in responding to temperature changes in the heat shield. The 
thermal mass mismatch between thermocouple and heat shield 
causes the thermocouple to heat more slowly in response to 
transient heating. A Volterra integral equation, derived assum- 
ing constant thermal properties and infinite thermocouple con- 
ductivity, relates the local heat-shield temperature history to the 
thermocouple temperature history. This equation quantifies the 
relationship between the thermocouple behavior and design pa- 
rameters, enabling effective pre-mission design so that the data 
collected will be free of unwanted lags. For exponentially in- 
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creasing heat loads, typical of atmospheric re-entry, the thermo- 
couple lag is a fixed percentage of the change in local heat- 
shield temperature. The lag is proportional to the thermal mass 
excess of the thermocouple compared to the heat shield, with 
the proportionality constant dependent upon the thickness of 
the thermocouple wire. The thinnest off-the-shelf thermocouple 
wires reduce lags to a few percent or less in heavy heat shields, 
such as silica-phenolic. Specially manufactured wires are neces- 
sary to achieve similar reductions in lags in light heat shields, 
such as cork. Ribbon wires of commonly used thickness have 
lags roughly the same as circular wires of commonly used diam- 
eter. 
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Solution of the Inverse Heat 
Conduction Problem From 
Thermal Strain Measurements 
Another approach for the solution of  the inverse heat conduction problem is presented. 
The unknown boundary conditions are recovered from thermal strain and temperature 
measurements instead of temperature measurements only. It is required to calculate 
both the temperature field and the strains induced by this field. The sensitivity coeffi- 
cient analysis and the results of  two benchmark test cases show that it is possible to 
recover higher temporal frequencies when the inversion is done from strains instead of  
temperatures. An experimental setup was specially designed to validate the numerical 
results. The numerical predictions are verified. Special attention is given to the strain 
gage measurements. 

1 Introduction 
The Inverse Heat Conduction Problem (IHCP) is commonly 

defined as the estimation of a solid's temperature and surface 
heat flux from remote temperature measurements. This problem 
was first addressed by Stolz (1960). Since then, many methods 
have been proposed and several books (Beck et al., 1985; 
Hensel, 1991; Murio, 1993; Alifanov, 1994; Kurpitz and No- 
wak, 1995) were entirely devoted to this particular problem. In 
a recent paper, Scarpa and Milano (1995) showed how the 
robust technique of Kalman filter could be used to handle the 
high sensitivity of the IHCP to measurement errors. However, 
the comparative studies (Raynaud and Bransier, 1986; Raynaud 
and Beck, 1988; Marquardt and Auracher, 1990; Maillet et al., 
1991; S carpa and Milano, 1995) show that many methods that 
have a tunable stabilizing parameter give more or less the same 
results when applied to the same experimental data. As a matter 
of fact, any efficient technique extracts all the information given 
by the sensors and it is difficult to recover the high temporal 
surface frequencies that are damped within the solid. This indi- 
cates that the thermocouple may not be the most appropriate 
sensor to solve an IHCP or the experiment is poorly defined. 

This fact led us to try to solve the IHCP from information 
given by strain gages instead of thermocouples. The literature 
review shows that such an approach has already been used by 
Crysa et al. (1981), Noda (1989), and Morilhat et al. (1992). 
Unfortunately, the proposed methods are based on transfer func- 
tions. They are thus limited to linear problems and none of 
them uses a stabilizing parameter. Consequently, their range 
of applications is limited. Raynaud et al. (1993) introduced a 
stabilized technique based on thermal stress variations, but it 
was revealed not to be completely satisfying. Thus a similar 
method using thermal strain variations has been developed. 

The objective of the paper is to present this new method, to 
show its efficiency on benchmark test cases, and to validate the 
method with experimental data. The study is limited to the 
unidirectional problem shown in Fig. 1: A long tube, initially 
at a uniform temperature, insulated on its outer surface, is heated 
uniformly on its inner surface. The inner temperature and flux 
variations are to be estimated either from external temperature 
variations or from external thermal strain variations. The goal 
is to determine the most efficient type of measurement. 
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1996; revision received June 12, 1996. Keywords: Conduction, Measurement 
Techniques, Transient and Unsteady Heat Transfer. Associate Technical Editor: 
A. S. Lavine. 

2 Method Description 

Finite difference space marching techniques, developed for 
the IHCP, cannot be used because the thermal displacements 
result from an integral effect. Since sequential methods are 
computationally efficient for the IHCP, it has been decided to 
develop a method based on the same principle than the function 
specification method proposed by Beck (1970). 

In the sequential procedure, at the time step "n + 1", the 
following functional is minimized versus the unknown heat flux 
density qn+l, all parameters being known at the previous time 
step "n":  

nys 
j(qn+l) = ~ (X~+j _ e~l+j)2 (1) 

j=l 

where X is the measured strain in the direction I and e the strain 
calculated in the same direction by a model that involves qn+ 1. 
The stabilizing parameter "n fs"  is the number of future time 
strains. Minimization of J versus qn+ l using Gauss linearization 
and assuming temporally that the heat flux is constant over 
"nf~" time steps, leads to: 

nf~ 
X (XTt +j .+J .+ i  - cn  ) S ,  

j= l  

q,+l = q,, + ,is (2) 
X (ST+J) z 

j= l  

This equation is similar to the one obtained when temperature 
measurements are considered, but the S, terms are the strain 
sensitivity coefficients and not the temperature sensitivity coef- 
ficients. The thermal strains are calculated from the temperature 
field with the quasi-static and uncoupled assumptions, i.e., iner- 
tial effects are neglected in the equilibrium equation and the 
effect of thermal expansion due to strains are neglected in the 
heat diffusion equation. For steel, the quasi-static assumption 
hold as long as the frequencies of the thermal or mechanical 
loading are less than several kHz. Based on the criterion given 
by Boley and Weiner ( 1996, p. 42) the uncoupling is justified 
for steel tube in most practical cases, the error induced by this 
assumption being less than 1 percent. For the one-dimensional 
problem shown in Fig. 1 and with the following dimensionless 
variables: 

r* = ~ D* = D/e t* = at T* = x T -  To q ,  = 
e ~5 " ~ -  qref 
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Fig. 1 Geometry and boundary conditions of the problem 

qrefe 
p .  = e ~ref .~ O~ ~* : - -  

Ee rer k e ref 

U* F 
u* = F *  = - -  M* = - - - -  

e~ l~f E~ rcfe 2 

the dimensionless  governing equations are: 

Heat diffusion equation: 

1 0 (r* OT*'~ = o r *  

r* Or* ~ r * ]  Ot* 

t7 
iT* = EE ref 

M 
Eerefe 3 

(3) 

Thermal boundary conditions and initial condition: 

OT* 
r* = D*/2  - -  = q*( t* )  

Or* 

OT* 
r* = D*/2  + 1 - - = 0  

Or* 

( 4 a )  

(4b)  

t* = 0 T* = 0 ( 4 c )  

Relations between displacement and strain (where the sym- 
metry imposes uo* = 0): 

e* = Ou* ( 5 a )  
Or* 

ez*z = Out* (5b)  
Oz* 

d; = __u~* (5c) 
r *  

ez*,.-- 10u* Ou*~ 
- -  + - -  ( 5 d )  

2 0 z *  Or* 

Equilibrium equation." 

- -  + - - =  0 ( 6 a )  
Or* r* 

_ _ +  ~'__.z= 0 (6b)  
Or* r* 

Relations between strain and stress: 

e*o = [Cr*o - u(a*.  + a * ) ]  + T* (7a )  

e* = [~* - u(a*o + a * ) ]  + T* (7b )  

e~ = (1 + u ) a ~  ( 7 c )  

* [a~ u(ao*o + cr,.*r)] + T* ( 7 d )  £zz = 

Mechanical boundary conditions: 

r* = D*/2  a~  = Pi*(t*) ( 8 a )  

r* = D*/2  + 1 cr~ = P ~ ( t * )  (8b )  

* 
O'zz 

(1 + u ) (1  - 2u )  
(w(e~'o + e* )  + (1 - u ) e *  

- (1 + u )T * )  + g ( F * ( t * ) ,  M*( t* ) )  ( 8 c )  

These equations involve six parameters,  namely, D*,  P ~ ,  

Po*, F* ,  M*,  and u. The following paragraph will show that it 
is possible to eliminate the terms related to pressure. 

For convenience,  the star symbol  * is now omitted; all vari- 
ables are considered dimensionless.  The total strain is the sum 
of the strain due to the temperature field e r, the inner pressure 
e e, and the mechanical  load e M. Equation (2 )  can be rewritten 
as: 

N o m e n c l a t u r e  

a = thermal  diffusivity, m2/s 
e = tube wall thickness 
g = function of mechanical  ef- 

fects 
nfs = number  of  future t ime strains 
n f t =  number  of future t ime tem- 

peratures 
q = exact surface heat flux, W / m  2 
0 = estimated surface heat flux, 

W / m  2 
( r ,  0, z) = cylindrical coordinates 

t = t ime 
C~ = gage factor 
D = inner  diameter  
E = Young modulus 

Ec = measured temperature stan- 
dard deviation 

Ecq = estimated flux standard devia- 
tion 

F = mechanical  force 
M = mechanical  moment  
Pt = inner  pressure 
Po = outer pressure 
Sr = OT/Oq = temperature sensitivity 

coefficient 
S, = OE/Oq = strain sensitivity coeffi- 

cient 
T,, = mean  temperature 
To = reference temperature 
u = displacement  
V = voltage across Wheats tone ' s  

bridge 
X = measured thermal  strain 
Y = measured temperature 
a = thermal coefficient of dilatation 

= thermal coefficient of the strain 
gage 

A T  = ( T - To) = temperature variation 
A V  = Wheats tone ' s  bridge voltage vari- 

ation 

A t  = t ime step 
= calculated strain 

ei = inversion strain 
eref = a q e / k  reference strain 

u = Poisson ratio 
k = thermal  conductivity, W / m "  K 
ff = stress 

S u p e r s c r i p t s  

j = refer to t ime 
P = due to pressure 
T = thermal 

M = mechanical  
* = dimensionless  

S u b s c r i p t s  

g = refer to strain gage 
s = refer to the solid 
e = refer to the calibration specimen 
II = refer to direction I 
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qn+ l = q n  -t 

{ [ X P  +/ - e P + / ( q " ) ]  + [ X ~  "+j - e~"+J (P7  +2, P~+J)] + [ X ~  "+j - euMn+J]IS,"+J j=l 
E (S~+J) 2 

j= l  

(9) 

Note that e r is calculated assuming that the flux is constant over 
the "n f s "  time steps. On the other hand, if the inner and outer 
pressure histories are measured, then 

X lPn+j _ _  Pn+j n+j ' ell  ( P i  , Pg+:) ~ 0 (10) 

which allows us to neglect the pressure influence compared to 
the other two influences. 

The sensitivity coefficients of the strain to the heat flux are: 

0e 
S~ = - -  (11) 

Oq 

They can be calculated by solving the sensitivity system, which 
is obtained by differentiating Eq. (3) to Eq. (8) with respect 
to the heat flux q: 

l O (ros ' 
r O r \  O r / = - - &  (12) 

OST 
r = D / 2  = 1 (13a) 

Or 

r = D/2  + 1 --OSr= o (13b) 
Or 

t = 0 S t =  0 (13c) 

Oau r 
&" = Or (14a) 

Ogu z 
S,,~ = Oz (14b) 

Su r 
S, oo = - -  (14c) 

r 

10Su~ OS.~ 
S,~, = -~ O----z + Or (14d) 

OS,,r So. -  S.oo 
- - + - - - 0  
Or r 

OS,, Sos 
_ _ . 2 +  - ' ¢ = 0  

Or r 

15a) 

S,oo = [&oo - u (S , ,  + S,fl]  + Sr 

S,r~ = [ S , ,  - u( S,oo + &=)] + ST 

15b) 

16a) 

16b) 

&, = (1 + u)S~, (16c) 

S,~ = [ S ~  - u(S,oo + So,,)] + Sr (16d) 

r = D / 2  S , , , = O  (17a) 

r = D/2  + 1 S~,.= 0 (17b) 

1 

S'z~ = (1 + u)(1 - 2u) [u(&°° + S,,~) 

+ (1 - u ) S , ~ -  (1 + u)Sr] (17c) 

This set of equations does not involve the pressure terms, 

i.e., the thermal strain sensitivity coefficients do not depend 
on the inner or outer pressure. Thus using Eq. (10), Eq. (9) 
becomes: 

rift 
E ( ( X p  t+j + X Mn+j) -- (¢Tn+j(qn)  ÷ El lMn+j))sen+j 

j=l 

q,,+~ = qn + ,f~ 
E (S~'+J) 2 

j -1  

(18) 

Equation (18) shows that the estimation of q"+ ~, as long as the 
pressure variations are known, does not depend on the actual 
pressure values. Consequently, in the remainder of the paper, 
the inner and outer pressures are set to zero. 

The mechanical boundary conditions (F and M) are now 
discussed. In practice forces and moments are exerted on each 
extremity of the tube (Fig. 1 ). Since the total strain depends 
on the mechanical load, the estimation of qn+ 1 requires that the 
applied mechanical load be known. Unfortunately, for a large 
real system, the load varies over time and is often difficult to 
evaluate. In order to get rid of the mechanical load influences, 
the following linear combination of the strain is studied: 

ei =eoo + ue~ (19) 

The substitutions of Eqs. (7a) and (7d) into Eq. (19) lead to: 

/ 1 - u 2 \  r 
ei = / " " 7 / ( o - o o +  0 -~ )+  a(1 - u)£xT (20) 

For a beam, the stress crY0 is equal to zero regardless of the 
mechanical load, thus ei varies only with the temperature field, 
which in turn is only influenced by the heat flux we try to 
determine. Therefore, this particular combination of strains will 
be used for the inversion and is called, from now on, "inversion 
strain." Consequently, the inversion strain does not depend on 
P, F, and M, but only on the temperature T and the two parame- 
ters D and u. 

For simple geometries, such as the one considered here, it is 
possible to get an analytical solution for the strain calculation. 
For a tube with a radial temperature distribution, the displace- 
ment in direction 0 is equal to zero. Since the inversion strain 
does not depend on the mechanical loads, the state of plane 
strain is used and the displacement in the z direction is also 
equal to zero. Thus the displacement components are: 

u , . = f ( r ) ,  Uo = 0, u~ = o (21) 

In order to write the equilibrium equation, Eq. (6a), in term 
of displacements, the substitution of G is first made by using 
the strain-stress relations, Eqs. (7a, 7b). Then the substitution 
of e is made from the strain-displacement relations, Eqs. (5a, 
5b, 5c). Thus Ur must satisfy: 

0 ( l O ( r u r ) ~  1 + u  OT 
- -  - a - -  ( 2 2 )  
Or ~ r  ] 1 - u Or 

The general solution of this equation is obtained by integration 
between D/2  and r: 

fr 
ur(r) 1 + u a rTdr + C1 C2 . . . .  r + - -  (23) 

1 - u r 0 / 2  2 r 
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The substitution of this equation in Eqs. (5a, 5b, 5c) and Eqs. 
(7a, 7b) successively gives the value of art. The two constants 
of integration C1 and C2 are determined from the known inner 
and outer pressures: 

r = D/2 crr,.= 0 (24a) 

r = D / 2  + 1 G,.r= 0 (24b) 

Thus, for this particular case, the inversion strain at the outer 
surface, r = D/2 + 1, is related to the temperature field by the 
simple relation: 

e~ = (1 + u)Tm (25a) 

2 fD/2+, = rTdr (25b) 
T,, (D/2 + 1)z _ (D/2)2 uP/2 

Equation (25a) indicates that the inversion strain depends 
only on the mean temperature defined by Eq. (25b). Thus, 
during the inversion, an infinite number of inner surface heat 
fluxes, which would all lead to the same mean temperature, can 
be estimated. Consequently, the temperature measured on the 
outer radius, which will be needed to correct the strain gage 
response, is used instead of Eq. (4b), as a boundary condition 
of the thermal problem. With such a procedure, the absolute 
temperature is imposed on the outer surface by the temperature 
measurements and the unknown inner heat flux is estimated 
from strain measurements: 

nys 

(X7 +] - eT+~)ST+J 
j=l  

q.+~ = q" + 
nfs 

E (S~+J) 2 
j= l  

T "+J (r = D/2 + 1) = Y"+J V j  E [l, nfs] (26) 

Note that it is possible to use other procedures to solve this 
IHCP. For example, the following functional could be mini- 
mized: 

nf, nft 

j ( q n + t )  = ~ (XT+j _ eT+j)2 + W ~ (T "+j - yn+j)2 (27)  
j=l j=l 

where Y and T are the measured and calculated temperatures at 
the outer surface, respectively, and W a weighting coefficient 
that is used to balance the two terms of the functionnal. It must 
be introduced to account for the different units and the different 
level of sensitivity coefficients of the two terms. In this case, 
the outer thermal boundary condition is given by Eq. (4b) and 
the temperature measurements are used simultaneously with the 
strain measurements to estimate the unknown flux. It has been 
found that such a procedure is less efficient than the one pro- 
posed herein (Raynaud et al., 1993). Particularly, it is difficult 
to determine the optimal values of W, nfs, and nil. 

3 Sensitivity Coefficient Analysis 
The sensitivity coefficient analysis allows us to compare im- 

mediately the advantages/disadvantages of the inversion based 
either on strain or on temperature measurements. The case de- 
picted in Fig. 1 is considered. The sensitivity coefficients are 
calculated from the sensitivity system. The time variations of 
these coefficients, for a strain gage and for a thermocouple, 
located on the outer radius are shown in Fig. 2 for various 
values of the dimensionless parameter D*. Since the Poisson 
ratio is the same for most steels (around 0.3), this parameter 
is kept constant in this study. 

The same trend is noted for both sensitivity coefficients: They 
increase with future times and when D* increases, i.e., for a 
fixed tube diameter when the tube thickness decreases. This 
figure shows that the strain sensitivity coefficients, S~, are al- 
ways larger than the temperature sensitivity coefficients, ST. 
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The most interesting point is the fact that the S, increases imme- 
diately; there is no time lag as for the St. These preliminary 
results indicate that it is potentially more accurate to estimate 
the inner surface heat flux from thermal strain measurements 
than from temperature measurements. However, the accuracy 
of the inversion also depends on the noise-to-signal ratio. This 
particular point will be addressed in paragraph 5.3. 

4 Benchmark Test Cases 
The methodology proposed in 1986 by Raynaud and Beck 

to compare Inverse Heat Conduction Methods has been, since 
then, used by several authors (Scarpa and Milano, 1995; Ruperti 
et al., 1996). It is very simple, can be used for any methods, 
and allows us to compare performances of methods quantita- 
tively and visually. This methodology, which is based on two 
test cases, is used to compare the efficiencies of the inversion 
based either on strain or on temperature variations. In both 
cases, the function specification method is used. 

The first test case allows us to quantify the deterministic bias: 
It is desired to reconstruct a heat flux that is constant just over 
one time step and zero otherwise. The bias is calculated from 
the difference between the true heat flux q and the estimated 
heat flux q: 

B = ~ / ~ = l ( q " - - ~ " ) z  (28) 

The second test case is even more simple: the surface heat 
flux, which arose from a single change of unity in the measure- 
ments, is calculated and compared to the true heat flux, which 
is equal to zero. It has been shown by Hills et al. (1986) that, 
for a linear problem with a constant heat flux, this test case 
gives the standard deviation of the estimated surface heat flux: 

= Ec~/~=l (qn)2 (29) Ecq 

Figures 3 and 4 show results of these test cases with At* = 
aAt/e  2 = 0.01 and D* = 5 for several values of the stabilizing 
parameters "nfs" .  Figure 3 shows that the accuracy of step 
heat flux estimation degrades with the number of future times 
while Fig. 4 shows that the sensitivity to measurement errors 
decreases with the number of future times. This is the classical 
trade-off that exists between accuracy and resolving power 
(Hills and Mulholland, 1979). This trade-off is shown in Fig. 
5 for the inversion made with the two measurement types and 
for several time steps and D* = 5. It indicates that the thermal 
strains inversion allows a much smaller sensitivity to measure- 
ments errors for the same bias. Thus the resolving power can 
be increased. For example, the strain inversion curve for At* 
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Fig, 5 Trade-off between bias and sensitivity to measurement errors; 
Fig. 3 Est imation of  the bias: inversion with A t *  = 0,01 and D*  = 5 inf luence of  the time steps and type of measurement 

= 0.001 is similar to the temperature inversion with At* = 
0.01. It can also be noted that the standard deviation for the 
temperature inversion decreases exponentially with the bias, 
whereas for the strain inversion, the decrease is almost linear. 

The benchmark test cases have shown the potential superior- 
ity of the inversion based on thermal strains. The last step is to 
validate these numerical results with an experimental apparatus. 

5 Experimental Validation 

5.1 Experimental Setup. The experimental setup repre- 
sented in Fig. 6 was designed to satisfy the following require- 
ments: 

• radial unidirectional temperature field in the tube thick- 
ness, T = T(r ,  t). 

• thermocouples and strain gages on the outer surface. 
• thermocouples on the inner surface for validation. 
• variable mechanical load on the tube to check that the 

inversion strains do not depend on the mechanical 
stresses. 

Thus a 0.75-m-long, 0.048-m i.d., and 0.006-m-thick steel tube 
has been embedded in a concrete block, Fig. 6. The inner surface 
is uniformly heated with a 3000 W, 0.8-m-long infrared tube. 
The outer surface is insulated with a 0.02-m-thick ceramic fiber 
to prevent a natural convection effect, which could create a 
circumferential heat transfer in the tube. The small ratio e /L  = 
0.003 prevents any end effects that would disturb the heat flux 
lines around the tube midlength. In this region, five 0.01-mm- 
dia type K thermocouples were soldered with a capacitance 
discharge apparatus. Two were mounted on the inner surface 
for validation, three on the outer surface for inversion and to 
check that circonferential effects are indeed negligible. Two 

strain gages were glued on the outer surface to measure the two 
strains ezz and e00. The thermal and mechanical properties of 
the steel were measured separately: a = 9.8 10 -6 mZ/s, v = 
0.3, a, = 12.0 10 -6 m/K, ~k = 36 W / ( m ' K ) .  

5.2 Strain Gage Measurements. The strain gage mea- 
surement requires special attention since the gages are usually 
designed to suppress thermal effects. The quality of the mea- 
surements is obviously an essential point of the inversion. This 
paragraph briefly describes the procedure that must be used to 
account for temperature variations. 

A strain gage is a sensor whose resistance varies when its 
length changes. If the gage is glued on a solid, a local strain, e, 
and a local temperature variation, AT, give rise to the following 
relative length variation of the gage: e - agAT,  where agAT 
represents the gage dilatation. But the temperature change also 
creates a relative resistance variation of the gage fAT.  Thus 
the total relative resistance variation is: 

AR 
- -  = f i A T  + Cg(e - agAT)  (30) 
R 

In order to take the temperature-dependent term into account, 
the gage is calibrated on a specimen, kept at uniform tempera- 
tures, on which there is no mechanical force. The manufacturer 
gives the dilatation coefficient of the specimen ae, and the 
calibration law in the form of the apparent strain: 

1 A R  ( C ~ + ( a  _ o t , ) ) A  T (31) eapp(T) Cg R 

The combination of Eqs. (30) and (31 ) allows us to calculate 
the total gage relative resistance variation: 

A R  
- -  = Cg(e + e,pp - o~eAT) (32) 
R 
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Fig. 4 Est imat ion of  the sensitivity to measurement errors ( ~ t *  = 0.01 
and D* = 5) Fig. 6 Sketch of  the experimental setup 
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Practically, the resistance variation is determined from the 
voltage variation across a Wheatstone's bridge (AV).  Finally 
the total strain measured by a gage at temperature T, mounted 
on a solid initially at To, is: 

4AV 
= - -  C,,pp + a e ( T -  To) (33) 

Cg(T)V 

If the temperature is constant and equal to the calibration 
temperature of the gage, then the two last terms cancel, other- 
wise they must be absolutely accounted for. This explains why 
a thermocouple must be mounted near to the strain gage. 

The characteristics of the strain gages mounted on the experi- 
mental setup are: Cg = 2.04 at 24°C with a -0.01 percent 
variation when T changes, eapp(T) = -62.1 + 2.75T - 1.45 
10-2T 2 + 1.56 I 0 - 5 T  3, O~e = 12.1 X 10 -6 m/°C. The voltage 
across the Wheatstone bridge is 10.0 V. 

5.3 Experimental Results. The data acquisition rate is 
25 Hz, i.e., the time step is 0.04 s. The dimensionless time step 
At* = 9.47 10 -3 is very close to 0.01, which was used for the 
comparison of methods. The experiment starts at steady state 
when the tube temperature is uniform. The infrared tube voltage 
is changed manually, small and quick variations are introduced 
on purpose, to check the capability of the inverse method to 
detect abrupt variations. 

Figure 7 shows the measured values of the gage voltage 
variations induced by the strains in the z and 0 directions. The 
microstrains are given in Fig. 8, where the combination e00 + 
~'czz is also shown. The square pulse variations for coo and c~z 
come from the mechanical load (Fig. 6) due to a weight sus- 
pended periodically during heating. These pulses disappear 
when the inversion strain ci is calculated, showing that this 
particular strain combination does not depend on the mechanical 
load. Temperatures measured on the inner and outer surface as 
well as the temperature estimated from the strain variations, 
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with nfs = 4, are presented in Fig. 9. The zoom of Fig. 10 
shows that the agreement is quite good; in particular, the square 
temperature variations are well recovered. For comparison, the 
surface temperature estimated from the outer temperature mea- 
surements, with ntf = 15, is also shown in Fig. 10. The values 
of nfs and ntf given above have been optimized. As shown in 
Fig. 11, lower values lead to oscillations of the surface tempera- 
ture, i.e., very large oscillations of the surface flux. On the other 
hand, larger ones increase the smoothing unnecessarily. The 
inversion from temperature does not allow us to estimate as 
well the quick fluctuations that contain high frequencies. Since 
it is not obvious in Fig. 10, the time derivative of the inner 
surface temperature has been calculated for several cases. Figure 
12 shows the inner surface temperature time rate of variation 
calculated from the measured and estimated inner temperature 
for two values of nfs. Clearly, it oscillates for nfs = 2 and 
becomes acceptable for nfs = 4. For comparison, the results 
for n f t =  10 and nft= 15 are given in Fig. 13. Contrary to the 
inversion from the strain, which can be stabilized without too 
much smoothing, the stabilization of the inversion from the 
temperature introduces a larger filter. The results for nf t= 13 
or 14 are not better. The flux entering into the tube is shown 
in Fig. 14. The reference flux is obtained from the solution 
of the direct problem in which the inner and outer measured . 
temperatures are used as boundary conditions. The heat flux 
shape is better recovered from the strain than from the tempera- 
ture measurements. 

These results are in agreement with the sensitivity analysis. 
For the IHCP, apart from the sensitivity coefficient, the noise 
to temporal temperature rate of variation ratio is an important 
parameter. If the ratio is too large, one can imagine that it will 
be difficult to discriminate the variations of the surface estimates 
due to the noise from the ones due to the inner flux fluctuations. 
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Fig. 10 Time zoom, comparison between the measured inner surface 
temperature and the temperature est imated from the two types of outer 
surface measurement:  nfs = 4 and n f t =  15 
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F i g .  1 3  Inversion from temperature, influence of the number of future 
temperature on the time rate of variation of the estimated surface tem- 
perature: nft = 10 and 15 

The standard deviations of the microstrain and temperature mea- 
surements are 0.27 #strain and 0.02°C, respectively. As shown 
by Figs. 8 and 9, the outer strain and temperature vary almost 
linearly; the slopes are 8 #strain/s and 0.7°C/s. Thus, for these 
two measurement types, the ratios for the strain and temperature 
are 0.034 and 0.029, respectively. On the one hand, this indi- 
cates that the quality of the information given by the two types 
of measurement is similar with a little advantage to the tempera- 
ture measurements. But for the particular time step, nfs and nft 
used for this inversion, the benchmark test cases indicate that 
the sensitivity to measurement errors is 2.4 times larger for the 
temperature-based inversion than for the strain-based inversion, 
the bias being also 11 percent larger. Thus, on the second hand, 
the inversion from the strain should be better, which is agree- 
ment with the results shown Figs. 10 to 14. 

For the strain-based IHCP, a sensitivity analysis to the ther- 
momechanical properties was carried out. This showed that the 
thermal diffusivity has almost no influence on results, while the 
coefficient of thermal linear expansion is the most important 
parameter. This is logical since the thermal strains are based 
on this coefficient. 

6 C o n c l u s i o n s  

An original approach for the solution of the inverse heat 
conduction problem has been presented. The unknown bound- 
ary condition is recovered from thermal strain and temperature 
measurements instead of temperature measurements only. The 
solution method is similar to the well known function specifica- 
tion method (Beck, 1970). In this sense, it is not particularly 
original. 
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Fig. 12 Inversion from stain, influence of the number of future strain on 
the time rate of variation of the estimated surface temperature: nfa = 2 
and 4 

However, it has been shown through the sensitivity coeffi- 
cient analysis and from results of two benchmark test cases that 
the integral effect of the thermal strains allows the use of a 
smaller time step than the classical temperature measurements 
does. For the same bias, the sensitivity to measurement error 
is alway smaller for the strain-based inversion than for the 
temperature-based inversion. This is then a real improvement 
for the IHCP. 

An experimental setup was made to validate the numerical 
results. It has been shown that special care must be taken to 
measure the thermal strains. It is a little more difficult to place 
a strain gage on a surface than a thermocouple. This is one 
drawback to the method since the computational time is similar 
or even smaller (less future times are needed). It was also 
shown that the mechanical properties must be well known. On 
the other hand, it Was possible to recover higher frequencies by 
using the strain measurements. The conclusions drawn from 
this experimental study may not be applied directly to other 
problems. In particular, the noise-to-signal ratio is an important 
parameter, which can vary significantly from one experiment 
to another. 

The proposed method is based on an inversion strain that is 
only defined for beams. The inversion strain is independent of 
the mechanical load variations and thus allow us to recover the 
thermal load. For other geometries, another procedure should 
be found to distinguish the thermal strain from the mechanical 
strain. Presently, this method has been used by Electricit6 de 
France to recover the fluctuations of the inner temperature of 
nuclear power plant tubes. Work is now under way to apply 
this approach to solve multidirectional IHCP. 
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Fig. 14 Comparison of the flux entering into the tube calculated from 
the direct problem and estimated from the two types of outer surface 
measurements: nfs = 4 and n f t =  15 
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Determination of Convective 
Heat Flux on Steady-State Heat 
Transfer Surfaces With 
Arbitrarily Specified Boundaries 

. The present study focuses on the high-resolution determination of  local heat flux 
distributions encountered in forced convection heat transfer studies. The specific 
method results in an uncertainty level less than 4 percent of the heat transfer coeffi- 
cient on surfaces with arbitrarily defined geometric boundaries. Heat transfer sur- 
faces constructed for use in steady-state techniques typically use rectangular thin foil 
electric heaters to generate a constant heat flux boundary condition. There are also 
past studies dealing with geometrically complex heating elements. Past studies have 
either omitted the nonuniform heat flux regions or applied correctional techniques 
that are approximate. The current study combines electric field theory and a finite 
element method to solve directly for a nonun~orm surface heat flux distribution due 
to the specific shape of  the heater boundary. Heat generation per unit volume of  the 
surface heater element in the Jbrm of local Joule heating is accurately calculated 
using a finite element technique. The technique is shown to be applicable to many 
complex convective heat transfer configurations. These configurations often have 
complex geometric boundaries such as turbine endwall platforms, surfaces disturbed 
by film cooling holes, blade tip sections, etc. A complete high-resolution steady-state 
heat transfer technique using liquid crystal thermography is presented for the endwall 
surface of a 90 deg turning duct. The inlet flow is fully turbulent with an inlet Re 
number of 360,000. The solution of  the surface heat flux distribution is also demon- 
strated for a heat transfer surface that contains an array of  discrete film cooling 
holes. The current method can easily be extended to any heat transfer surface that 
has arbitrarily prescribed boundaries. 

I n t r o d u c t i o n  

The desire to extend the cycle efficiency or to improve spe- 
cific power of gas turbine engines has produced a large collec- 
tion of component specific convective heat transfer research 
areas. Most of the emphasis in heat transfer research of gas 
turbine engines is directed toward the first-stage guide vanes 
and rotor blade passages that are exposed to the hot free-stream 
gases that originate from the combustor. In addition to the exter- 
nal blade passages, the internal cooling schemes of these turbine 
blades have also received much attention. The geometric com- 
plexity of the turbine passage configurations requires detailed, 
high-resolution heat transfer studies. 

Convective heat transfer studies can be divided into two ma- 
jor experimental groups as steady state and transient. Transient 
experiments usually rely on a means of impulsively initiating 
the flow past the test surface. Steady-state techniques rely on 
the construction of an instrumented heat transfer surface and 
are typically restricted to geometrically simple test surfaces such 
as rectangular fiat plates and two-dimensional curved rectangu- 
lar surfaces. The heat transfer surface usually includes an elec- 
trically heated foil at the fluid/solid interface. A prior knowl- 
edge of the electrically generated local heat flux is required. 
Both techniques have been widely used with considerable suc- 
cess. MacMullin et al. (1989) used a simple constant heat flux 
surface having a perfect rectangular shape in a convective heat 
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transfer study performed on a flat plate. The steady-state experi- 
ments of Boyle and Russell (1989), Hippensteele et al. ( 1985 ), 
Blair (1974), and Blair et al. ( 1989, 1991 ) all employed steady- 
state techniques to investigate the convective heat transfer pro- 
cess in turbine blade passages. Simonich and Moffat (1984) 
and Wang and Simon (1987) used the steady-state heat transfer 
technique to study the effects of concave curvature on turbulent 
boundary layers and convex curvature on transitional boundary 
layers, respectively. The heat transfer surfaces in each of these 
experiments were geometrically simple and the resultant surface 
heat flux was uniform. 

Film cooling studies by Eriksen and Goldstein (1974), Mick 
and Mayle (1988), Ou et al. (1992), Ou and Hart (1992) 
and Mehendale and Han (1992) were also performed using 
the steady state heat transfer technique. Film cooling studies 
represent a geometric configuration that introduce a complica- 
tion to steady-state experiments. Significant variations in both 
the film cooling effectiveness and the local heat transfer coeffi- 
cient may occur within the near cooling hole regions. To resolve 
the heat transfer characteristics experimentally in this area, the 
generated local surface heat flux levels must be accurately deter- 
mined. Due to the geometric complexity of the heat flux surface 
boundaries, the current density field and the electric field will 
be distorted to a condition where a uniform heat flux assumption 
becomes weak. Several studies including Mick and Mayle 
(1988) and Mehendale and Han(1992) have used correctional 
techniques to determine the surface heat flux variations near 
the film cooling holes. Discrete point thermocouples were used 
to map the surface temperature distributions of the local regions 
where the heat flux distributions significantly deviated from a 
constant value. 
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An alternative method to the correctional technique is a direct 
calculation of the generated surface heat flux at each point of 
the heater surface using electrostatic theory. In addition to film 
cooling studies, the direct calculation approach presented in this 
study can be adapted to many other complex, two-dimensional 
heater surface geometries that have arbitrarily specified external 
and internal boundaries. The endwall surface of a turbine pas- 
sage, the tip surface of a rotor blade, and local surfaces of an 
internal cooling arrangement in a turbine blade are a few exam- 
ples of arbitrarily specified component surfaces. 

The objective of the current study is to present a complete 
procedure for determining local convective heat transfer coeffi- 
cients in steady-state experiments when the heater shape is not 
rectangular. The procedure can also take into account arbitrarily 
specified cooling holes and slots on the heat transfer surface. 
Local generation of Joule heating through internal electrical 
heat generation can be accurately determined by solving the 
partial differential equation governing the electrical potential 
distribution on the heater element even with arbitrarily specified 
internal and external boundaries. The complete method is dem- 
onstrated for the endwall surface of a 90 deg turning duct in 
which a fully turbulent flow exists at the inlet section. The 
influence of film cooling holes on the local Joule heating distri- 
bution of a heat transfer surface is also demonstrated. The 
method uses second-order accurate quadrilateral finite elements 
to discretize the heat flux surface and a variational principle 
known as Euler 's theorem to determine the heat flux distribution 
accurately. High-resolution surface temperature distributions 
were resolved using Chiral-nematic liquid crystals, a high-sensi- 
tivity CCD sensor, and an HSI domain image processor. Radia- 
tive and conductive losses from the composite heat transfer 
surface were also taken into account. Deviations from the one- 
dimensional conduction loss model have been incorporated into 
the uncertainty analysis. 

D e t e r m i n a t i o n  o f  the N o n u n i f o r m  Surface  Heat  Flux  

Analytical Model of Electrical Heat Generation. Determi- 
nation of the steady heat flux field on an arbitrarily specified 
heat transfer surface requires the solution of an electrostatic 
boundary value problem. For a two-dimensional, linear, iso- 
tropic, homogeneous conducting medium with zero free charge, 
the electric potential must satisfy 

~72V(x,  y) = 0. (1) 

For thin foil heaters, such as Inconel foil (/5 = 0.025 mm),  the 
thickness of the foil relative to the surface area is such that 
negligible current conducts in the direction normal to the surface 
plane. Therefore, the current and potential fields are two dimen- 
sional. The electrical boundary conditions for the heater surface 
are a uniform potential at the busbar/Inconel foil junctions and 
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zero current flow normal to the two unbounded streamwise 
edges, Fig. 1. An electric field vector E can be defined as the 
gradient of the scalar potential field, V (x,  y):  

E = - f T V  (V/m)  (2) 

The negative sign is introduced to account for the conventional 
coordinate system used. Once the electric potential and field 
are resolved, the current density field, J ,  can be determined by 
a scalar multiplication of the electric field and the electrical 
conductivity of the medium, ~r. 

= crY: (A /m 2) (3) 

The conductivity of a medium is a material property equivalent 
to the inverse of the resistivity p. The power density within a 
medium under steady current conditions is a point function 
determined from the dot product of the electric field and current 
density, E .  J (W/m3).  Therefore, the electric power converted 
into heat per unit surface area is 

qge, = ~E ' , I  ( w / m 2 )  (4) 

where/5 is the thickness of the conducting medium. The solution 
of the electrostatic boundary value problem is analogous to 
conduction heat transfer solution. In the electrostatic solution, 
the current density field is analogous to the thermal conduction 
heat flux field. A prescribed temperature boundary condition of 
the thermal conduction problem is analogous to a specified 
electric potential condition. A zero electric current flux condi- 
tion normal to a boundary or edge corresponds to an adiabatic 
condition in the thermal problem. This analogy conveniently 
lends itself to the application of any existing solution technique 

N o m e n c l a t u r e  

CCD = charged coupled device for vi- 
sual imaging 

d = film cooling hole diameter, mm; 
resistance element length, mm 

D = duct width, cm 
E = electric field, V/m 
h = heat transfer coefficient = c]/(Tw 

- To~), W/m 2 K 
J = current density, A /m 2 
k = thermal conductivity, W/ m K 
4 = heat flux, W/ m 2 
R = total resistance = (p • d//5" w) ,  

f~ 
rms = root mean square 

R35C1W = liquid crystal starting to re- 
spond (red) at about 35°C 
with an approximate color 
bandwidth of I°C 

Rr = radius ratio = (R~ + Ro) /2D 
Re = Reynolds number = UD/u  

T = mean temperature, °C 
U = mean velocity, m/s 
V = electric potential, V 
w = width, mm 

X, Y, Z = local coordinate system, cm 
6 = Inconel foil thickness, mm 
p = resistivity, f~m; density, kg/ 

m 3 

cr = electrical conductivity = I /p ,  
(~2m) -j 

u = viscosity, m2/s 

Subscripts 

cond = conductive 
cony = convective 

gen = generated 
i = inner 

o = outer 
r a d =  radiative 

w = wall quantity 
o~ = free stream total quantity 
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Fig. 2 Composite heat transfer surface 

of a two-dimensional conduction heat transfer problem to the 
electrostatic domain. 

Numerical, Computation of the Local Heat Generation. 
In the current study, the electric potential and current density 
distributions of the endwall heat transfer surface were deter- 
mined using the thermal/electrical analogy described in the 
previous paragraph. The heat transfer surface was discretized 
with eight-noded, isoparametric, quadrilateral finite elements. 
The computational domain contained a total of 402 nodes and 
104 elements. A finite element technique based on Euler's theo- 
rem of variational calculus was used to solve for the potential 
and current density distributions. The essence of the technique 
is the direct minimization of an integral relation for each ele- 
ment in the domain with prescribed boundary conditions: 

] 
\ Ox / \ Oy J _1 ax 'ay  (5) 

The minimization technique is analogous to satisfying the La- 
place equation, Eq. ( 1 ), over the entire domain. The procedure 
results in a set of linear algebraic equations that are then solved 
simultaneously to provide the electric potential field with the 
prescribed boundary conditions. Further details of the numerical 
technique are given in Zienkiewicz ( 1971 ) and Camci (1989). 

Experimental Method and Apparatus 

Facility and Test Section. The surface under consideration 
was the endwall of a square cross-sectional, 90 deg turning 
duct. The test section was constructed of 1.27-cm-thick fiat 
endwalls and 0.476-era-thick curved side walls of clear acrylic. 
The test section was located on the downstream side of an open- 
loop wind tunnel. The facility consisted of an axial blower, 
diffuser with multiple screens, plenum chamber, high area ratio 
nozzle, circular to rectangular transition nozzle, a section of 
constant cross-sectional duct, and the test section. The constant 
cross-sectional duct that preceded the test section housed several 
additional screens. Further details of the tunnel are provided by 
Wiedner and Camci (1992, 1993). An illustration of the end- 
wall test section geometry and coordinate system is shown in 
Fig. 1. The 90 deg bend has a radius ratio, Rr, of 2.3 and cross- 
sectional width of 20.3 cm. The heat transfer measurements 
were performed at an inlet free-stream velocity of 28.3 m/s 
corresponding to Re = 360,000 with inlet air at ambient temper- 
ature. 

Composite Heat Transfer Surface. The heat transfer sur- 
face consists of several layers that include double-sided tape, 
Inconel 600 foil, black paint, and Chiral-nematic encapsulated 
(R35C1W) liquid crystals, Fig. 2. A low-resistivity steel foil, 
Inconel 600, was used as the heater material. The material has 
a low temperature coefficient of resistivity (0.112 × 10-3°C -~) 

that restrains a change in the resistance of the foil within the 
experimental temperature range (less than 0.23 percent). The 
heat transfer surface begins 50.8 cm upstream of the 0 deg 
position and ends 2 cm past the 90 deg position as shown in 
Fig. 1. At the upstream end of the test surface, the foil exited 
the test section at a flange interface. The downstream end passed 
through a transverse slot cut in the endwall acrylic. To minimize 
conduction to the endwall surface at the foil entry and exit 
planes, the foil was fitted between two 0.476 cm balsa sections. 
On the ambient side of the endwall, copper busbars were con- 
nected to the foil by compression contact. To minimize contact 
resistance and prohibit oxidation, the contact faces of the copper 
busbars were machined smooth, chemically cleaned in an acid 
bath, and electroplated with a 0.5-#m-thick tin film. To ensure 
an equipotential boundary condition existed at the busbar and 
foil junction, 1.27 cm square cross-sectioned busbars were used. 
An experimental verification indicated less than 0.1 percent 
potential variation existed across the busbar length. A 1000 W, 
variable current DC power supply was used to heat the heat 
transfer surface. Two K-type thin foil thermocouples were lo- 
cated on the foil surface for calibration of the liquid crystals. 
They were fastened with double-sided Kapton tape (0.1 mm 
thick). The physical properties of the Kapton tape (resistivity, 
3 × 1014 f~cm and thermal conductivity, 0.37 W/m K) provided 
excellent electrical isolation and thermal contact of the thermo- 
couple junction and leads with the heat flux surface. The surface 
was then covered with flat black background paint and a layer 
of Chiral-nematic encapsulated liquid crystal (R35C1W) using 
an air brush. 

Liquid Crystal and Image Processing Techniques. The 
liquid crystal image capturing and processing techniques 
adapted in the present study are described fully by Camel et al. 
(1992) and Kim (1991). A 24-bit color image processing sys- 
tem was used to convert color information from a (red, green, 
blue) coordinate system to (hue, saturation, intensity) system. 
The color attributes of an image were captured with a high- 
sensitivity CCD sensor that acquired complete images at a rate 
of 30 Hz. A linear hue versus temperature relation was deter- 
mined through calibration for the specific camera and illumina- 
tion configuration used in the study. All surface temperature 
information was obtained from the hue attributes contained in 
a given image frame. Further details on the specific liquid crys- 
tal data reduction process are given by Kim ( 199l ). 

The endwall heat transfer surface temperatures were mapped 
using a Chiral-nematic encapsulated liquid crystal with an event 
temperature of approximately 35°C. All visible liquid crystal 
generated colors from red to blue were approximately contained 
in a 1°C temperature band. To minimize the deviation of the 
viewing angle from normal, three camera positions were used 
to capture the complete endwall surface. The illumination 
sources for each of the views were two 500 W, 3200 K incandes- 
cent lamps. For all experiments, the camera configuration and 
illumination setup were identical between calibration runs and 
heat transfer tests. The calibration of the crystals was performed 
in slow transients using the heater surface and the variable 
power supply to cycle the surface through the liquid crystal 
color range. Each cycle of the slow transient experiment took 
about 20 seconds between the appearance of the first red and 
first blue colors. Two thin foil thermocouples were imbedded 
on the endwall surface in view of the video camera. The thermo- 
couple output was also displayed in the calibration images. The 
response time of the thermocouples was approximately 3 -5  ms. 
The thin film thermocouple and associated amplifier circuitry 
were calibrated against an approximately zero bias mercury 
thermometer prior to the liquid crystal calibration. Hue informa- 
tion and the corresponding surface temperature could then be 
extracted from successive images at the precise pixel location 
of the thermocoupl e junction. Typical calibration results from 
three individual heating cycles are shown in Fig. 3. In addition, 
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Fig, 3 Liquid crystal calibration with temporal averaging 

the effects of altering the zoom position of the camera lens are 
also shown. The change in the zoom position of the camera 
resulted in a pixel resolution twice that of the other positions. 
The surface temperatures that were extracted in each of the heat 
transfer tests were restricted to a hue range of 40 to 160. A 
linear regression analysis was performed on the calibration data 
in this range and the results including a 95 percent confidence 
interval have been superimposed on the raw calibration data, 
Fig. 3. The pixels with intensity values less than 25 and greater 
than 200 were also eliminated to avoid possible unstable hue 
conversion. All of the hue and intensity values described were 
in 8-bit scale with a maximum value of 255. Further details of 
the current hue capturing process are presented in detail by 
Camci et al. ( 1992, 1993), Kim ( 1991 ), and Wiedner (1993). 

Experimental Results and Discussion 

Test Conditions and Data Analysis. All heat transfer tests 
were conducted at a Reynolds number of approximately 360,000 
based on the inlet centerline velocity, duct width, and ambient 
free-stream conditions. The results from a single sensor hot wire 
located at a distance of 5 cm upstream of the heat transfer 
surface and at Y/D = 2.30 are shown in Fig. 4. The mean 
velocity profile indicates a boundary layer thickness of 2.54 
cm (Z/D = 0.125), and uniform free-stream conditions. The 
streamwise velocity fluctuations had arms level of 0.7 percent 
of the mean velocity in the free stream and a peak of 6.8 percent 
of the free-stream mean velocity within the endwall boundary 
layer. The details of the duct aerodynamics are included in 
Wiedner (1993) and Wiedner and Camci ( 1992, 1993 ). Steady- 
state conditions for heat transfer experiments required approxi- 
mately two hours to achieve. The thermal conditions on the 
convective heat transfer side of the endwall, ambient side of 
the endwall, and the tunnel free stream were used to monitor 
steady-state conditions. The primary focus of the heat transfer 
tests was to map the convective heat transfer coefficient quanti- 
tatively on the endwall surface. The heat transfer coefficient 
was determined according to 

h = 4 . . . . .  _ 4ge .  - 4~o.d - 4 . , , d  (6 )  
(% - T , , ~ )  (Tw - To=) 

To count for conduction losses through the acrylic endwall, 
temperature measurements were recorded at multiple locations 
on the ambient side surface. The measurement locations were 
clustered near the corresponding area of the liquid crystal color 
band that existed on the convective side of the surface. The 
temperature measurements on the ambient side of the endwall 
surface were recorded with an infrared thermometer. The same 
mercury thermometer used to calibrate (in an oil bath) the thin 
foil thermocouples on the heat transfer side of the test section 

was used to calibrate the infrared thermometer. To calibrate the 
infrared thermometer, a known surface temperature was first 
recorded. The calibration constant of the infrared thermometer 
(emissivity of the surface) was then adjusted until the infrared 
thermometer indicated the true temperature of the surface. A 
uniform surface emissivity is required for a local surface calibra- 
tion to be valid over the entire surface. This was obtained by 
air brush spraying the acrylic surface with flat black paint. The 
uniform emissivity criterion was then experimentally verified 
with the thermometer. During a typical steady-state heat transfer 
experiment, the ambient side of the endwall exhibited a temper- 
ature variation of approximately ±0.5°C and a distribution simi- 
lar to the temperature distribution depicted by the liquid crystals 
on the inner side of the endwall exposed to the flow. The con- 
duction losses were calculated locally at each pixel coordinate 
in which hue/temperature information was available. The corre- 
sponding ambient side temperature of the endwall was deter- 
mined from a high-density grid of the infrared thermometer 
measurements. A two-dimensional interpolation scheme was 
used to calculate the temperature grid. The conduction losses 
through the endwall surface were estimated including the effects 
of lateral conduction on the back surface (ambient side) of 
the endwall. The significance of lateral conduction on the total 
conduction loss was documented in several areas on the endwall 
surface. The maximum local lateral conduction component 
found on the back surface had a magnitude of 19.2 percent of 
the respective normal component of heat flux loss vector. This 
resulted in an increased conduction heat flux loss of less than 
0.25 percent of the local generated heat flux. The conduction 
losses typically accounted for approximately 5 - 8  percent of 
electrically generated heat flux. Local radiation losses from the 
heat transfer surface were approximated using an enclosure 
model and considering each surface as black. The unheated duct 
walls were assumed to be in thermal equilibrium with the free 
stream. The heat flux lost to radiation from the heater surface 
accounted for approximately 8-10 percent of the generated heat 
flux. The free-stream temperature upstream of the test section 
was measured using a fine wire K-type thermocouple probe. A 
recovery factor of unity was assumed due to the low-speed 
character of the inlet flow. When the endwall images were 
obtained, a short duration "light pulse" from the illumination 
lamps was used to minimize the accumulative effects of thermal 
radiation from the lamps. A test was also performed in which 
the hue attribute of several discrete pixels in a series of images 
from a test with continuous illumination were extracted. Over 
the duration of the illumination period, the hue value at each 
pixel evaluated was constant. This test showed that the radiation 
heat flux contribution to the surface temperature measurement 
was minimal. 
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Fig. 4 Mean and fluctuating velocity profiles 5 cm upstream of the duct 
inlet plane, at the andwall canterline, Y/D = 2,3 

Journal  of Heat  Transfer  N O V E M B E R  1996, Vol.  118 / 853  

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



O* 

I I I I I I I I I I I I I I l l l l l l l l l l l l l  

2.8 

2.4 

2.0 

1 .s Y/D 
1.2 

0.8 

0.4 

0.0 

- 0 . 4  
5,4 4.6 3,8 3.0 2.2 1.4 0.6 -0. 

X/D 

Fig. 5 Numer ica l ly  d e t e r m i n e d  e lec t r ic  potent ia l  d istr ibut ion (V )  on the  
endwall heat transfer surface for a 1 VDC potential drop across the 
buabara 

2.8 

2.4 

2.0 

* 1.6 
Y/D 

1.2 

0 .8  

0 .4  

~ . . ~ . . ~  go" 0.0 

' ' ' ' ' ' ' ' ' ' '3'0' ' '2'2' ' .... ' ' ' 'i E 0"4 5.4 4.6 33.8 . , 1.4 0 .6  0. 

X/D 

Fig. 7 V e c t o r  representa t ion  of  the  cur rent  dens i ty  f ield ( A / m  2) of  the  
endwa l l  h e a t  t ransfer  su r face  for  a 1 VDC potent ia l  d rop  ac ross  the  
busbars  

The temperature information from an image was mapped 
from pixel to duct coordinates using several previously marked 
reference points on the test section surface. The white reference 
points allowed easy identification by the image processor due 
to the high intensity attribute. For a given heat transfer test, the 
coordinates of an endwall region that contained the hue attri- 
butes between 40 and 160 could be extracted. These pixels 
provided accurate wall temperature measurements at high reso- 
lution after the hue to temperature conversion, Fig. 3. To match 
the spatial resolution of the surface temperature distribution, a 
high-density grid of the generated surface heat flux was pro- 
duced using the same interpolation scheme as used for the ambi- 
ent side temperature distribution. After locally correcting the 
surface heat flux distribution for conduction and radiation 
losses, the convective heat transfer coefficient was calculated 
based on the wall to free-stream temperature difference, Eq. 
(6).  

Application to Endwall Heat Transfer Problem. Results 
of the numerical procedure described for the solution of the 
electrostatic boundary value problem are shown in Figs. 5 -8 .  
The calculations were performed for a unit drop in electrical 
potential across the busbars. A 1 VDC equipotential line at the 
leading edge of the foil, X / D  = 0.0, and a 0 VDC equipotential 
line at the trailing edge of the foil, YID = -0.1,  were used as 
the prescribed potential boundary conditions. The numerically 
predicted potential field for the endwall heat flux surface is 
shown in Fig. 5 and an experimentally measured potential field 
is shown in Fig. 6. Several predicted equipotential contours are 
compared with the experimental measurements. The compari- 
son indicates that the numerical results sufficiently predict the 

measured potential distribution on the endwall within _+0.0005 
V. The initiation of the geometric complexity in the form of 
endwall/duct curvature occurs at a distance of X / D  = 2.5. 
Initially vertical equipotential lines start turning toward the hori- 
zontal direction because of the specific current flow pattern 
imposed by the external boundaries of the heater foil. The in- 
fluence of the heater boundary geometry is shown in current 
density field, Fig. 7. At X / D  = 2.5 (0 deg), the current density 
vectors start displaying a gradient in magnitude from inner ra- 
dius to outer radius. Also, as the 0 deg plane is approached, the 
direction of the current density field is seen to shift downward 
from horizontal. This observation is consistent with the tuming 
pattern of the heater foil. Physically, the uniform current density 
field that enters the foil at the leading edge busbar, X / D  = 0.0, 
is searching for the path of the least resistance. The path of the 
least resistance is related to a condition of the shortest path 
and largest cross-sectional area between busbars. The transverse 
gradient in the current density field through the curve, as well 
as upstream of the curve, represents the current density field's 
interpretation of this condition. The combination of the potential 
field and the current density field, as modeled by Eq. (4),  is 
shown in Fig. 8 as the distribution of the generated surface heat 
flux. A strong variation of local heat flux exists throughout the 
curved portion of the endwall, whereas a weaker variation is 
evident in the straight inlet section. Only a 0.4 percent variation 
in the surface heat flux exists along the endwall centerline be- 
tween the foil leading edge ( X / D  = 0.0) and X / D  = 0.5. 

The results of 23 steady-state heat transfer experiments are 
shown as a complete map of the endwall convective heat trans- 
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fer coefficient distribution in Figs. 9(a, b). The map was ob- 
tained from a series of experiments performed at different sur- 
face heat flux levels (potential drops across the busbars). For 
each experiment, the liquid crystal color play region was located 
in a different region of the endwall surface. The 23 experiments 
required to achieve a high-resolution heat transfer coefficient 
map were due in part to the large test section and narrow band 
width of the liquid crystals used in this study. 

Further Application to Film-Cooled Heat Transfer Sur- 
faces. To demonstrate the capability of the present method in 
another area of convective heat transfer, a square heat flux 
surface with an array of film cooling holes has been selected 
for the computation of local heat generation. The geometry of 
the heat flux surface and the hole pattern are shown in Fig. 10. 
The computational domain contained 144 eight-noded, isopara- 
metric, quadrilateral elements and 490 nodes. The film cooling 
hole pattern is a 1 × 3 array of 3-mm-dia holes that are inclined 
30 deg to the foil surface and spaced three diameters apart. The 
conducting medium is Inconel foil (6 = 0.025 mm) and a 1 
mVDC potential drop was prescribed across busbars located on 
the left and right edges. A zero current flux condition normal to 
the top and bottom surfaces was also prescribed. The generated 
surface heat flux distribution is shown in Fig. 10 with strong 
variations near the cooling hole locations. For a simple square 
heat flux surface without film cooling holes, a uniform heat flux 
of 190 W/m ~ would exist. Introducing the holes in the surface 
increases the total resistance of the foil, thus for the same 1 
mVDC potential drop across the busbars, the heat flux far from 
the holes decreases to approximately 175 W/m 2. More impor- 
tantly, the local surface heat flux levels in the near field of 
the cooling holes indicate severe enhancements. A maximum 
generated heat flux of 656 W/m 2 exists on each of the upper 
and lower edges of the cooling holes. The minimum heat flux 
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regions occur near the stagnation regions of the current field 
located at the left-most and fight-most edges of the holes. 

Experimental Uncertainty. The experimental uncertainty 
in the convective heat transfer coefficient was estimated ac- 
cording to the procedures detailed by Abernethy et al. (1985). 
The following list summarizes the initial sources of error and 
the propagation of the source precision and bias errors to the 
final uncertainty in the heat transfer coefficient. The uncertainty 
level quoted is analogous to 95 percent coverage. The quantita- 
tive nature of the finite element numerical procedure and careful 
quantification of the conductive and radiative heat flux losses 
results in a relatively low measurement uncertainty of the gener- 
ated heat flux and consequently a low uncertainty level for the 
convective heat transfer coefficient. 

Precision Bias e~or, Uncertainty, 
index, percent percent percent 

4g.. 1.0 0,3 1.0 
~o.d 5.5 5.9 8.1 
4.a 1.6 1.9 2.5 
~ 1.0 0.8 1.3 
~ v -  ~= 2,7 2,6 3.4 
h 2.8 2,7 3.8 

The heat loss to conduction through the endwall was considered 
one-dimensional in the error and uncertainty values provided, 
An analysis that considered multidimensional conductive heat 
loss indicated a maximum variation in the heat transfer cOeffi- 
cient to be less than 0.25 percent of the reported value. The 
variation in resistivity of the heater material due to temperature 
changes was found to be less than 0.23 percent within the exper- 
imental temperature range. This effect has been included in the 
uncertainty levels provided. A complete discussion of the error 
analysis is given by Wiedner (1993). 

Conclusions  
A generalized steady-state heat transfer technique has been 

presented for arbitrarily specified heat transfer surface bound- 
aries, A numerical technique based on electric field theory was 
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used directly to solve a nonuniform surface heat flux distribution 
for two different geometries common in aeropropulsion heat 
transfer studies. A finite element method was implemented into 
a heat transfer technique to improve accuracy and spatial resolu- 
tion. Details of the numerical and experimental approach were 
first demonstrated for the endwall surface of a strongly curved 
90 deg duct flow. The solution of the nonuniform surface heat 
flux distribution was also shown for a heat transfer surface that 
contained a single row of three film cooling holes. Significant 
variations in the locally generated heat flux were evident in 
both configurations. Strong electrical potential gradients are im- 
posed by the specific shape of the heater boundaries and electri- 
cal boundary conditions. Liquid crystal thermography and cor- 
rectional techniques for conductive and radiative heat losses 
were combined with the numerical solution of the generated 
surface heat flux to provide convective heat transfer coefficients 
on the endwall surface of the 90 deg turbulent duct flow. The 
hue, saturation, and intensity attributes of 30 consecutive frames 
were temporally averaged for the first time to reduce the uncer- 
tainties in the hue/temperature conversion. This process suc- 
cessfully eliminated some of the inherent noise that exists in 
high sensitivity imaging sensors. The method resulted in an 
estimated uncertainty of _+3.8 percent for the convective heat 
transfer coefficient. The current finite element based method 
can also take the local variation of heater foil thickness into 
account. Although the resistivity of the current heater element 
(Inconel 600) did not vary within the experimental surface 
temperature range, the specific approach can successfully model 
local variations in heater resistivity due to temperature depen- 
dency. The present method is valid on any heat transfer surface 
with arbitrarily defined external boundaries including void sec- 
tions such as the ones created by film cooling holes. The meth- 
odology described is also an excellent candidate for future tip 
clearance heat transfer research near high-pressure turbine blade 
tip sections. 
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A Velocity and Length Scale 
Approach to k-c Modeling 
This paper describes a velocity and length scale approach to low-Reynolds-number 
k - c  modeling, which formulates the eddy viscosity on the normal component of 
turbulence and a length scale. The normal component of turbulence is modeled based 
on the dissipation and distance from the wall and is bounded by the isotropic condi- 
tion. The model accounts for the anisotropy of the dissipation and the reduced length 
of mixing in the near wall region. The kinetic energy and dissipation rate were 
computed from the k and E transport equations of Durbin (1993). The model was 
tested for a wide range of turbulent flows and proved to be superior to other k -  e 
based models. 

Introduction 
Two-equation k - c  (base) models are most popular in pre- 

dicting fluid flow and heat transfer because of their capability 
of predicting a wide range of flows with minimal adjustment 
of the coefficients and their relative simplicity in formulation. 
However, they suffer from deficiencies for wall bounded flows 
that require wall functions, while low-Reynolds-number k - e  
models need empirical damping functions to take account of 
the wall blocking on the turbulence mixing. These functions 
were derived to be consistent with experimental or numerical 
data for constant pressure boundary layers. Consequently, they 
are often blamed for the inaccurate solutions of complex flows. 
A detailed discussion on the deficiencies of k -  e models can be 
found elsewhere (Wilcox, 1988). 

Lately, the turbulence modeling community has directed a 
significant effort to developing more physically sound k - e  
models. The approaches of a renormalization group (RNG) 
method (Yakhot and Orszag, 1986), the Kolmogorov time scale 
introduction (Yang and Shih, 1993), and an elliptic relaxation 
method for the near-wall turbulence blocking effect (Durbin, 
1993) are among the most significant developments. The RNG 
k - e  model was first derived by Yakhot and Orszag (1986) by 
means of the RNG method, which uses dynamic scaling and 
invariance together with iterated perturbation methods. This the- 
ory provided an elimination of experimentally adjustable param- 
eters in the model. A high-Reynolds-number version of the 
RNG k - c  model was successfully tested for separated flows 
downstream of a rearward-facing step by Speziale and Thangam 
(1992). 

Yang and Shih (1993) reformulated a low-Reynolds-number 
version of a k - e  model by introducing the Kolmogorov time 
scale into the transport equation for the turbulence dissipation 
rate. With the new time scale, they were able to eliminate the 
wall singularity of the equation and to keep the same model 
constants as those used in the standard high-Reynolds-number 
model. The model; however, still employs a damping function 
in the eddy viscosity formulation to account for kinematic 
blocking by the wall. 

The elliptic relaxation model proposed by Durbin (1993) was 
devised for the strongly nonhomogeneous region near the wall. 
In this model, the wall blocking effect, which suppresses the 
normal component of turbulent intensity, was modeled by an 
elliptic relaxation equation for the redistribution terms in the 
Reynolds stress equations. Durbin also introduced the "local 
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anisotropy" term in the dissipation rate equation of this model. 
The introduction of these two features into the model eliminated 
the "ad hoc" damping functions from the model equations, 
however, at the cost of an increase in the size of the system by 
two model transport equations: one for the variance of the nor- 
mal component of turbulent velocity, v'2, and another for the 
velocity-pressure-gradient correlation, p=.  

These new approaches show improved modeling physics and 
appear to offer the prospect of improved predictions for aniso- 
tropic flows. However, they still need to be tested and verified 
for various practical flows. Recent studies (Ames and Moffat, 
1990) indicate that the normal component of turbulence, v' ,  is 
a key variable in the prediction of surface heat transfer and skin 
friction, and the magnitude of v' can be tied to the dissipation 
rate. Durbin (1993) also found that the normal fluctuation is a 
better velocity scale for characterizing the turbulent motion than 
the turbulent kinetic energy in the near wall shear layer. It is, 
therefore, logical to formulate the turbulent eddy diffusivity in 
terms of the local velocity v',  which is modeled as a function 
of the local dissipation rate and the local length scale. 

Analysis 

Boundary Layer Equations. This study focused on the 
thin viscous region near a solid wall, called the boundary layer. 
In the steady two-dimensional boundary layer approximation, 
with the Reynolds shear stress and heat flux replaced by an 
"eddy"  (or "turbulent") viscosity and a turbulent Prandtl 
number, the conservation of mass, momentum, and energy can 
be written in the following form: 

0 (pU) + 0 
O-x ~y (pV) = 0 (1) 

au pvaU oP a [ ou] 
pv-g+ gy- Ox+O-7 (.+.,)g- (2) 

P U ~x + p V ~y = ~y pr + Prt ~y 

0 

where U and V are the time-averaged mean velocities; /.z, the 
molecular viscosity; Pr, the Prandtl number; H, the total en- 
thalpy; and x and y, the streamwise and normal coordinates. The 
subscript " t "  denotes the turbulent quantity. For the turbulent 
Prandtl number, Prt, a constant value of approximately 1.0 is 
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often used in heat transfer analyses. This analysis, however, 
incorporates Kays'  correlation [Kays and Crawford, 1980, Eqs. 
(12) - (41)]  using his recommendations for the free-stream tur- 
bulent Prandtl number (Pr,= = 0.86) and an experimental con- 
stant (Cp~ = 0.2). 

The system of equations, Eqs. ( 1 ) - ( 3 ) ,  is subject to the 
following boundary conditions: 

a t y = O ,  

OH (~PP) 4"  (4) U = 0 ,  and H = H ~  or Oy 

as y ~ ~, 

U =  Ue, and H = H e  (5) 

where cp denotes the specific heat; kin, the thermal conductivity; 
and qw", the rate of  the wall heat flux. The subscripts 'w '  and 
'e '  imply the wall and free-stream conditions, respectively. 

k - E  Transpo r t  Equat ions .  Conventional low-Reynolds- 
number k -  e turbulence models suffer from the wall singularity 
caused by the vanishing time scale of k/e at the wall. Recently, 
Yang and Shih (1993) and Durbin (1993) showed that the wall 
singularity could be eliminated by introducing the Kolmogorov 
time scale into their k - e  base models as the lower bound of  
the usual time scale in the near-wall region. Furthermore, Dur- 
bin was able to integrate the standard high-Reynolds-number 
form of his k and e transport equations directly down to the 
wall. The k and e transport equations implemented a local an- 
isotropy term but no "ad  hoc"  damping function or additional 
source terms. Durbin solved the k and c equations in a coupled 
manner with the wall characteristics of  the kinetic energy (k = 
Ok/Oy = 0) as the wall boundary conditions to the coupled 

system of equations. Although the Durbin model formulates the 
k and e transport equations in a simple and singularity-free 
form, it is more sophisticated as the additional v'2-p22 system 
of equations is introduced to model the variance of  the normal 
component of velocity, v '  2. 

The transport equations for the turbulent kinetic energy and 
the dissipation rate proposed by Durbin (1993) were employed 
in this study because of  their aforementioned attractive features 
of the simple and wall singularity-free formulation. The equa- 
tions can be written as 

Ok Ok 
PU ~x + PV ~y 

= U,\ Oy / -PC + ~y # + ~ (6) 

0e 0e 
pvN+ pv N 

0 
(7) 

where ak, ~r,, and C,2 are empirical constants. C,~ is a function 
of the ratio of the energy production to the energy dissipation, 
representing the production by local anisotropy. Durbin sug- 
gested the following linearized equation for C~ : 

OU 2 

where C,~ and a~ are constants. The time scale is defined by the 

N o m e n c l a t u r e  

ai ,  C, Cr, C~l = constants 
cp = specific heat 

C s = friction coefficient 
Cio = reference velocity fric- 

tion coefficient 
Cpr = constant in the turbulent 

Prandtl number correla- 
tion 

C,1, C,2, C u = constants in the turbu- 
lence model 

EE(k) = one-dimensional energy 
spectrum of v '  

fu = damping function 
H = total enthalpy 
H = boundary layer shape 

parameter = 6*/0 
k = kinetic energy or wave- 

number 
k + = nondimensional kinetic 

energy = k/u 2 
km = thermal conductivity 

Lu = energy scale = 
(2~k3/2/£ 

l = length scale 
1 ÷ = nondimensional mixing 

length = lu~/u 
p = pressure 

Pr = Prandtl number 
p22 = veloci ty-pressure gra- 

dient correlation + term 
related to dissipation 
tensor 

4~, = wall heat flux rate 
ReL=i = Reynolds number based on 

the unit length 
Rex = Reynolds number 
Re0 = momentum thickness Reyn- 

olds number 
St = Stanton number 
T = temperature or time scale 

T ÷ = Nondimensional tempera- 
ture = ( T -  Tw)ufl 
[U,  S t ( T , -  Tw)] 

Tu = free-stream turbulence in- 
tensity 

U, V = streamwise and cross- 
stream mean velocities, re- 
spectively 

U + = nondimensional mean ve- 
locity = U/u~ 

u, = friction velocity 
u', v' ,  w '  = rms streamwise, normal, 

and spanwise fluctuation ve- 
locities, respectively 

x, y = horizontal and vertical coor- 
dinates, respectively 

x0 = unheated starting length 
y + = nondimensional vertical co- 

ordinate = yu,/u 
A x ,  Ay = grid sizes in the streamwise 

and vertical directions, re- 
spectively 

= equilibrium parameter = 
( 6*/'r~,)dp/dx 

/~K = nondimensional strain rate 
di = boundary layer thickness 

6* = displacement thickness 
e = dissipation rate 

e + = nondimensional dissipation rate 
= culu4 

~Tx = Kolmogorov length scale 
0 = momentum thickness 
K = yon Karman constant 
# = molecular viscosity 

= kinematic viscositY 
p = density 

crk, cr, = empirical constants in the turbu- 
lent kinetic energy and dissipa- 
tion rate model equations, re- 
spectively 

7- = shear stress 
7-g = Kolmogorov time scale 

Subscripts 
e = boundary layer edge 

i, j = grid indices in the horizontal 
and vertical directions, 
respectively 

t = turbulent flow 
w = wall 

= upstream infinity 
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Table 1 The closure coefficients employed in the k and 
transport equations 

C7. al Cd C~2 Crk or, 

6.0 0.09 1.44 1.9 1.0 1.3 

usual scale, k/e,  with the lower bound given by the Kolmogorov 
scale, (u / e) x/z, as suggested by Durbin ( 1993 ) : 

[~ /u\l~z-1 
T : m a x  , C r t ; )  ] (9) 

where Cr is a constant. The values of the closure coefficients 
used in this study for wall-bounded flow predictions are simi- 
lar to those suggested by Durbin (1993). They are given in 
Table 1. 

In this study, a conventional low-Reynolds-number k - e  
model designated "base model" is formed by combining the k 
and e transport equations of Durbin (1993) and the eddy viscos- 
ity closure of Yang and Shih (1993). This "base"  model is 
fully described by Kwon and Ames (1995). 

In order to solve the governing k and e transport equations, 
appropriate boundary conditions should be imposed on the wall 
and free-stream boundaries along with the initial profiles of k 
and e upstream of the flow field. At the wall there exists no 
correct explicit condition of e. As discussed by Durbin (1993), 
the limiting behavior of k and e is k ~ e(O)y2/2u as y ~ 0, 
which implies Ok/Oy = 0 at the wall. Therefore, the coupled 
system of transport equations should be solved in a coupled 
manner with the wall boundary conditions k = Ok/Oy = 0 or 
with the limiting behavior relationship between k and e and the 
no-slip condition k = 0. For the present study, the latter set of 
the conditions is used, since it is slightly less cumbersome to 
implement with the coupled numerical algorithm. In the free- 
stream, the vanishing normal gradient condition was imposed. 

v ' l  Formulat ion.  Eddy diffusivity, u,, has the dimensional 
units of a fluctuating velocity scale times a length scale. From 
the simplest physical model, an eddy with a normal fluctuation 
velocity, v ' ,  takes a mass of fluid from one location in a flow 
to another a distance 1 away. If a gradient in a property exists, 
its diffusion across the flow will be proportional to the gradient 
times the product of this velocity scale and length scale. Ten- 
nekes and Lumley (1972) suggested the local eddy diffusivity is 
roughly equal to the normal variance, v ' z, times the Lagrangian 
integral time scale, 7-zz. Durbin (1991) formulated his eddy 
diffusivity in this manner observing that k -  e damping functions 
are approximately proportional to v 'Z/k .  Since the Lagrangian 
integral time scale times the magnitude of v' is the Lagrangian 
integral scale, this v' 27"22 formulation of eddy viscosity is equiv- 
alently v ' l .  The eddy viscosity, therefore, can be written as 

#t = pv ' l  (10) 

where p denotes the density; v' ,  the magnitude of the normal 
component turbulent velocity; and l, the turbulent length scale. 

Near the wall, the lateral Eulefian integral scale is propor- 
tional to the normal distance, y, from the wall. Hunt and Graham 
(1978) found this proportionality in their analysis of a shear 
free turbulent flow. This proportionality provides a simple yet 
sound way to model the mixing length through the boundary 
layer and near the wall. 

The turbulent boundary layer statistics provided by the direct 
numerical simulation (DNS) calculation of Spalart (1988) of- 
fers an opportunity to test the validity of these modeling as- 
sumptions. First, the turbulent scale of mixing, l, determined 
from the DNS data indicates that the distance to the wall con- 

strains the near wall mixing. Figure 1 shows a comparison 
between the mixing length I estimated from the data, by dividing 
[ - u ' v ' ]  + by v' ÷ and dU+/dy  ÷, and a line represented by 0.38 
(y+ - 5) for y+ greater than 5. From y÷ = 10 through the 
logarithmic law region, this mixing length is well represented 
by the linear relationship of 0.38 (y+ - 5). The offset in this 
representation in the sublayer region, where y+ < 10, indicates 
that the turbulent mixing is less effective. The inviscid damping 
of the wall, viscous dissipation of small eddies, and high near- 
wall strain rates contribute to the fall off of the near wall depen- 
dence of mixing length 1 ÷ on y +. 

In the v ' l  formulation of eddy viscosity, the length scale was 
correlated based on the DNS data as 

1 + = •(y+ - ~7J4)/(1 + 0.4/3x) for y+ -> r/K/4 

l + = 0  for y+ <~7K/4 (11) 

where ~Tx denotes the Kolmogorov length scale defined by r/K 
= (u3/e) ~/4; and/3K, a nondimensional strain rate defined by 

13K = r x ( d U / d y )  (12) 

in which the Kolmogorov time scale, 7-K, is defined by 7-K = 
( u / e )  ~/2; and the von Karman constant, K, is set equal to 0.38. 
Figure 1 shows a comparison between l ÷ determined from the 
DNS data, Eq. (11 ), and the conventional k - e  model length 
scale of (3/2)u2C~k3/2/e (or 0.116 k3/2/e for C, = 0.0945 as 
used for the base k - e  model). The conventional length scale 
can be obtained from the definition of the eddy diffusivity that 
u, = v ' l  = C~k2/e. Since v' = ~/(2k/3) for isotropic turbulence, 
the length scale becomes 1 = ( 3 / 2) ~/2Cuk 3/2 / e. The dependence 
of mixing length with y ÷ begins to drop off beyond the logarith- 
mic law region or past a y+ of about 90 to 100. This slowed 
growth of t is probably due to the intermittency of turbulent 
and free-stream fluid in this region. Modeling l in this region 
can be readily accomplished by using the minimum of ! a n d  
the k - e  formulation of mixing length, 0.116 k3/2/~. 

Based on both the experimental study of Thomas and Han- 
cock (1977) and analytical studies of Hunt and Graham (1978) 
and Spalart (1988), v' is strongly attenuated by the wall. Model- 
ing v'  can be accomplished by developing a model spectrum 
based on the dissipation rate. In the inertial subrange of the 
spectrum, the v' spectra can be represented by 

E2(k) = CeZ/3k -5/3 (13) 

where E2(k) denotes the one-dimensional energy spectrum of 
v' ; e, the dissipation rate; k, the wavenumber; and C, a constant. 
This model is expected to be valid in the regions of the boundary 
layer where the turbulent Reynolds number is high enough to 
support an inertial subrange. Very close to the wall, the validity 
of an inertial subrange for the v' spectra becomes questionable, 
yet this model has been found to work quite well. Based on 
Hunt and Graham (1978), v'  z scales on (y/Lx) 2/3 near the wall 

A 

• 40 

20 

100 , 
i 

8 0  - 

o SplartDNS / oo ! 
Equation (11) 7 L - ~ -  = 

"''Cp(3/2)lt=km/e / ; 

10 100 1000 ¥+ 
Fig. 1 Mixing length comparison 
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of their shear free turbulence layer. This implies that the energy 
from the attenuation of larger scale eddies due to wall blocking 
can be modeled by scaling a large-scale cutoff wavenumber on 
1 / y .  Hinze (1975) reports that according to Pao the spectrum 
is determined only by e and k (wavenumber) in the dissipation 
range so the natural length scale for the high wavenumber cutoff 
is the reciprocal of the Kolmogorov length scale, 1 h7K. Near 
the wall in a turbulent boundary layer, the dissipation is known 
to be anisotropic, and according to Durbin (1993), scales ap- 
proximately on v ' 2 / k ,  so an anisotropic form of e (e~) is needed 
in this region. Away from the wall, in the log layer and beyond, 
the dissipation becomes more and more isotropic with respect 
to spectral scaling. Using the concept of the low wavenumber 
( l / y )  and high wavenumber (1/77K) cutoffs, Eq. (13) can be 
integrated to provide an estimate for the local value of v' 2. The 
simple spectrum model for v '  becomes 

v '2 = C~v2/3(2.5y 2/3 - 1.5~/3) (14) 

In the region where the expression in the parentheses is less 
than zero, v '  2 is taken as 0. This condition only arises around 
a y ÷ less than 2 or 3 in a region where the turbulent viscosity 
is negligible. The anisotropy of e can be modeled using an 
empirical damping function. The damping function uses a non- 
dimensionalized strain rate, fix, to provide the majority of the 
damping and an exponential term to give the proper near-wall 
dependence: 

e~ = ~[1 - e x p ( - - y / 1 . 2 7 7 K ) ] 5 / ( 1  + 2/~K + 5fl~ + /3~) (15) 

The exponential term in Eq. (15) is introduced to achieve a 
correct near-wall limiting behavior of v '  and its effect on the 
analysis is generally small. The variable fix nondimensionalizes 
the strain rate using the Kolmogorov time scale, ~'K. This is an 
attempt to correlate the influence of strain empirically on the 
attenuation of v '  in the sublayer. The strain rate also correlates 
with the anisotropy of e, which is due to the near-wall dissi- 
pation of the highly anisotropic fluctuating components u '  
and w'. 

The final representation for v '  is the following function of 
dissipation, strain rate, and relative position from the surface: 

v '  = C~t[ e~/3 ( 2.5 y 2/3 - 1.5~7~/3)] m (16) 

where the constant Cot is set equal to 0.584. The DNS data of 
Spalart were used to develop these formulas and Fig. 2 shows 
a comparison between Spalart's v '  + statistics and the equation 
for v' given above. The computed v '  profile compares well with 
the DNS data. 

The turbulent viscosity, #,, can be calculated from Eq. (10) 
along with Eqs. (11 ) and (16). However, in order to bound v' 
and 1 in y, a check is made to ensure that/.z, obtained from Eq. 
(10) is less than that from the formulation given below for the 
k -  • model: 

Table 2 The closure coefficients employed in the v'l model 

C~l C~ K 

0.584 0.0945 0.38 

#t = C~,pk2/e (17) 

Furthermore, v'  is also bounded by (2k/3)1/2. The closure coef- 
ficients of the v ' l  model are summarized in Table 2. 

Computat ion  Results and Discussions 
The v ' l  closure model was applied to analyzing various turbu- 

lent flows for model verification. For these analyses, the govern- 
ing conservation equations for mass, momentum, and energy, 
Eqs. ( 1 ) -  (3),  were solved using an implicit finite difference 
scheme in an uncoupled manner. The turbulent kinetic energy 
and dissipation rate transport equations, Eqs. (6) and (7),  were 
also solved using an implicit finite difference scheme, but in 
a coupled manner. For the turbulent transport equations, the 
convective terms were discretized by using a second-order accu- 
rate scheme. A detailed solution procedure for a coupled system 
of equations can be found elsewhere (Anderson et al., 1984). 
All calculations were performed using double precision arithme- 
tic on an IBM RS6000 work station. 

A Flat Plate Boundary Layer.  The first test case for the 
proposed v ' l  model along with the base k - e  model was a flat 
plate turbulent boundary layer. The boundary layer form of the 
mass and momentum conservation equations, Eqs. ( 1 ) and (2),  
were solved with the proposed turbulence models. The upstream 
starting profiles were generated based on the one-seventh power 
law assumption. The computation was performed from near the 
leading edge of a flat plate until Ree became approximately 
15,000. The assumed upstream free-stream turbulence intensity 
was 1 percent. The grid in the normal direction was stretched 
at the rate of A y j + l / A y j  = 1.05, where Ay and j denote the 
grid spacing and index, respectively. The first grid point from 
the wall was located at y ÷ ~ 0.05. The grid was also stretched 
in the streamwise direction at the rate of A x i / A x i _ ~  = 1.03 but 
not exceeding 0.26, where 6 is the boundary layer thickness. 
The first streamwise grid spacing was only a fraction of the 
boundary layer thickness (~0.0016) in order to keep the influ- 
ence of the initial profile on the flow solution within a short 
distance near the leading edge. 

Figure 3 presents the computed skin friction coefficients us- 
ing the v ' l  and base models along with the data measured by 
Wieghardt and Tillmann (1969) and Purrtell et al. (1981). The 
computed data agreed well with the measured data. In detail, 
the v ' l  model provided the higher value than the base model. 
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0.002 

i i r • 

,~ " " " Base Model I 
,~ v'l Model 

• ' ~ - ,  o Wieghart-Tillmann Data (1968) ! 
, Purtell, et al Data (1981) 

g 

. . . . .  ( . . . . . . . . . . . . . . .  

0 2500 5000 7500 10000 12500 15000 
Re 0 

Fig. 3 Comparison of skin friction coefficients 
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Table 3 Flat plate turbulent boundary layer integral pa- 6 
rameters 

Re0 = 670 Re0 = 1410 

CfX 10 3 H C/X 10 3 H 

Wieghardt-Tillmann Data 4.96 - -  3.98 - -  
Purtell et al. Data 4.91 1.53 3.99 1.46 
Spalart DNS Data 4.86 1.50 4.14 1.43 
Base k-e Model 4.72 1.53 3.85 1.45 
v'l Model 4.86 1.56 4.05 1.47 

Table 3 compares the computed friction coefficient, Cj, and 
shape parameter, H, with measured data and DNS data at two 
streamwise locations. The momentum thickness Reynolds num- 
bers Reo at these locations were 670 and 1410, respectively. 
The DNS data were obtained by Spalart (1988). At both loca- 
tions, the u ' l  and base k -  e models gave a fair to good agreement 
with the data. The agreement between the computed and mea- 
sured data was in general better at the higher Reo. At Ree = 
670, the v ' l  predicted a similar friction coefficient to the DNS 
data. However, both of the computed values were lower than 
the measured data by 1-2  percent. At higher Re0, the v' l  model 
predicted a Cf between the measured data and the DNS data. 

Figure 4 shows the predicted mean velocity profiles at Re0 
= 1410 compared with the DNS data of Spalart (1988) and the 
predictions of the Durbin and Yang-Shih models. The proposed 
v' l  model and the base k-  e model gave a good agreement with 
the DNS data, which is natural since the model coefficients 
were set based on the DNS data. In Figs. 5 and 6, the predicted 
kinetic energy and dissipation rate profiles at Re0 = 1410, using 
the v 'l and base k -  e models are compared to DNS data (Spalart, 
1988). The predictions from the Durbin model and Yang and 
Shih model are also shown in comparison. Overall, the proposed 
models gave good agreement with the data. The most significant 
difference between the model predictions and the data was ob- 
served in the near wall dissipation rates as shown in Fig. 6. The 
v' l  model provided the best agreement with the DNS data in 
that region. The second peak of the dissipation rate occurring 
at y+ ~ 10 was well predicted by both v ' l  and base k -  e models 
as compared with the DNS data. 

A Turbulent Boundary Layer With an Increasingly Ad- 
verse Pressure Gradient. Samuel and Joubert (1974) mea- 
sured a nonequilibrium turbulent boundary layer developed un- 
der an increasingly adverse pressure gradient and later under a 
brief decreasingly adverse pressure gradient near the end of the 
test section. Such a nonequilibrium flow is difficult to predict 
with conventional k - e  models and, therefore, has been often 
used as a test case for turbulence models. 
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Fig. 5 Comparison of turbulent kinetic energy 

1000 

The proposed v ' l  and base k -  c models were tested to verify 
their prediction capabilities for this nonequilibrium flow. For 
comparison purposes, the flow was also analyzed by using the 
models developed by Launder and Sharma (1974) and Durbin 
(1993). The calculation started with a zero pressure gradient 
boundary layer at x = 0 m. The computed momentum thickness 
Reynolds numbers at the first measurement location where x~ 
= 0.855 m were matched iteratively to the measured data of 
Reo ~ 4830 based on the inlet reference velocity. The measured 
Reynolds number based on the inlet reference velocity per unit 
length was approximately 1.7 × 106 m -~ . The free-stream ve- 
locity distribution was estimated from the measured streamwise 
gradient of the pressure coefficient. The computational grid ar- 
rangement was similar to the previous fiat plate boundary layer 
case except the streamwise stretching was limited to 0.05¢5. 

In Fig. 7, the computed friction coefficients, normalized on 
the upstream reference velocity, were compared with measured 
data. The friction coefficient, Cyo, at the first measurement loca- 
tion (x - xl = 0 m) was overpredicted by all the models. 
Downstream, the v' l  model as well as the Durbin model pro- 
vided good comparisons with the data, although the v ' l  model 
gave a slight underprediction in the relatively strong pressure 
gradient region. The base k - c  model prediction was slightly 
higher than the data in the entire region. Meanwhile, the predic- 
tion of the Launder and Sharma model initially compared well 
with the data but deviated gradually as the pressure gradient 
built up. 

Turbulent Boundary Layer With Heat Transfer. The 
proposed v ' l  model as well as the base k-~ model were evalu- 
ated for their heat transfer prediction capabilities. For a rela- 
tively clean flow with low free-stream turbulence intensity (Tu® 
< 0.5 percent), these two models predicted surface heat transfer 
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in good agreement with measured data and the turbulent bound- 
ary layer correlation given by Kays and Crawford (1980) as 
shown in Fig. 8. The data shown in Fig. 8 were measured by 
Ames and Moffat (1990) for a zero pressure gradient boundary 
layer, which developed on a uniformly heated fiat plate with an 
upstream unheated length of 0.19 m. The measured upstream 
Reynolds numbers per unit length were approximately 1 × 106 
m -1 and 2 × 106 m -1. The turbulent Prandtl number was ob- 
tained from the Kays correlation [Kays and Crawford, 1980, 
Eqs. ( 1 2 ) - ( 4 1 ) ] .  

The v ' l  and base k - c  models were also assessed for pre- 
dicting heat transfer from flat plate boundary layers with high- 
intensity, large-scale turbulence. Ames and Moffat (1990) gen- 
erated high-intensity, large-scale turbulence in a simulated com- 
bustor, which produced turbulence levels up to 19 percent with 
a length scale ranging from about 11 to 14 cm. Such high- 
intensity, large-scale free-stream turbulence can cause high an- 
isotropies in the wall boundary layer. Ames and Moffat ob- 
served from their experiment that the normal component turbu- 
lence was strongly attenuated by the wall, which resulted in a 
significant reduction of the influence of free-stream turbulence 
on boundary layer development. Such phenomena cannot be 
predicted by conventional k - e  models since the models have 
no mechanism to deal with the anisotropic behavior of external 
turbulence. 

Heat transfer analyses were performed for three turbulent 
boundary layers measured by Ames and Moffat (1990) with 
their turbulence generator #5. The measured upstream Reynolds 
numbers per unit length of these flows were approximately 0.38 
× 106 m -1, 0.75 x 106 m - ' ,  and 1.4 × 10 m -1. The upstream 
turbulence was Tu~ ~ 19 percent and Lu= ~ 12 cm. At the end 
of the test section, the turbulence intensity level decreased to 
approximately 7 percent. The calculations started near the lead- 
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Fig. 8 Comparison of surface heat transfer distributions for uniformly 
heated plate 

ing edge of the uniformly heated test plate. The computed Re0 
at the first profile measurement location (x = 0.2032 m) was 
matched to the data with the v'l model. However, for other k -  

models such as the Launder and Sharma, Durbin, Yang and 
Shih, and base k -  e models, some difficulties were experienced 
in the trial-and-error matching of Re0. Such problems were 
caused by the prediction of unrealistically high mixing, which 
resulted in rapid boundary layer growth. For these models, an 
arbitrarily thin boundary layer thickness was specified upstream 
such that it provided the closest Re0 at the first measurement 
location compared to the data. The energy equation was solved 
with measured surface heat flux as the wall boundary condition. 

The computed results for the three Reynolds numbers were 
similar and, therefore, the results of Reynolds number per unit 
length of 0.75 × 106 m -~ are presented in this paper. Figure 9 
shows the computed wall Stanton numbers along with measured 
data. The agreement between the computed heat transfer using 
the v ' l  model and the data was excellent, while other models 
overpredicted significantly. Compared with unaugmented heat 
transfer represented by the Kays and Crawford correlation 
(Kays and Crawford, 1980), the conventional k - e  models' 
prediction of heat transfer augmentation was approximately 50 -  
150 percent higher than the measured augmentation level. The 
Durbin relaxation model, which provided reasonable predictions 
for the nonequilibrium flow under increasingly adverse pressure 
gradient, performed equally poorly as the conventional k - c  
models. Figure 10 shows calculated velocity and temperature 
profiles at the near exit plane (x = 2.13 m) using the proposed 
vPl model. Computed profiles agreed reasonably well with the 
measured data. 

The relatively good performance of the v ' l  model for non- 
equilibrium flows such as the Samuel-Joubert flow (Samuel 
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and Joubert,  1974) and flat plate boundary layers with high- 
intensity, large-scale turbulence measured by Ames  and Moffat  
(1990)  might  be attributed to the formulat ion of the eddy diffu- 
sivity in terms of  the velocity and length scales, which were 
modeled based on the dissipation rate and the local coordinate. 
With  such formulations,  the proposed v ' l  model  was able to 
account for the anisotropy of  the turbulence and the reduced 
length of  mixing in the near wall region more adequately. Addi-  
tionally, the v ' l  model has performed better  in correlating the 
high turbulence heat transfer data than Durb in ' s  relaxation 
model. For flows like those of  Ames  and Moffat  (1990)  the 
turbulence is highly anisotropic near the wall, including the 
outer portion of the boundary layer, and Durb in ' s  t ime scale 
( k / e )  is too large. The second important  factor in the  v ' l  model  
performance was the use of Durb in ' s  (1993)  more adequate 
nonsingular  e equation augmented with the local anisotropy 
term. This argument  was based on the observation that the base 
k - e  model,  which employed the conventional  eddy viscosity 
formulation with a damping function, provided often compara- 
ble solutions to the Durbin relaxation model and significantly 
better  than conventional  k - e  models. 

Summary 
In this study, a k -  e based velocity and length-scale closure 

model  was successfully developed. In the model, the velocity 
scale of the eddy viscosity formulat ion was evaluated by inte- 
grating the normal component  energy spectrum; and the length 
scale from the local distance from the wall. The energy spectrum 
was based on the local dissipation rate. The kinetic energy and 
dissipation rate were obtained from the modeled form of  k and 
e transport equations proposed by Durbin (1993) .  The model 
was tested in various turbulent  flows including nonequil ibrium, 
anisotropic flows. The results showed that the proposed velocity 
and length scale approach provided substantial improvements  
in flow and heat  transfer predictions, especially for the nonequi-  
librium, anisotropic flows tested. Existing k -  e models  including 
the Durb in ' s  relaxation model failed to predict such nonequil ib-  
rium, anisotropic flows. The good performance of  the proposed 
model resulted f rom the velocity scale and mixing length scale 
formulations,  which constrained the eddy diffusivity to physi- 
cally realizable levels, and accounted for the reduced mixing 
more adequately. 
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Uneven Wall Heat Flux Effect on 
Local Heat Transfer in Rotating 
Two-Pass Channels With Two 
Opposite Ribbed Walls 
The influence of rotation and uneven heating condition on the local heat transfer 
coefficient in rotating, two-pass rib-roughened (rib height e/Dn ~ 0.17 - 0.20; rib 
pitch p /e  = 5) rectangular channels with cross-sectional aspect ratios of 1 and 1.5 
were studied for Reynolds numbers from 5000 to 25, 000 and rotation numbers from 
0 to 0.6152. Regionally averaged Nusselt number variations along the duct have 
been determined over the trailing and leading surfaces for two pass channels. In 
general, Coriolis-induced secondary flows are shown to enhance local heat transfer 
over the trailing (leading) surface in the first (second) pass compared to a duct 
without rotation. Centrifugal buoyancy is shown to influence the heat transfer re- 
sponse with heat transfer being imposed on both leading and trailing surfaces as the 
wall-to-bulk fluid temperature diffference i s increased with other controlling parame- 
ters fixed. Results also indicate a slight decrease in heat transfer coefficient for an 
increase in passage aspect ratio. Results are compared with previous studies. It is 
found that the results agree quite well with those reported by other works for two- 
pass flow channels. 

1 Introduction 

Owing to the increase in the turbine inlet temperature of gas 
turbine engines, there is an urgent need today to obtain a higher 
efficiency in the engines of aircraft, ships, and many other indus- 
trial applications. Parallel with the evolution of metal working 
at high temperatures, several methods of cooling rotor blades 
have been tried and developed. Cooled blades are widely used 
in modern engines. Radial channel cooling is a commonly used 
method. These channels are often designed with two artificially 
roughened and two smooth walls, and the designer must know 
the heat transfer coefficient on each of the walls in order to 
predict the turbine airfoil's life correctly. Naturally, it is also 
necessary to know the pressure loss for such a channel. Highly 
sophisticated cooling techniques such as augmented internal 
convective cooling have been employed for turbine blades in 
order to maintain acceptable safety requirements under extreme 
operating conditions. However, it is important to understand 
the effect of blade rotation on local heat transfer coefficient 
distribution inside the serpentine coolant passages and the sur- 
face heating conditions. 

As the increase in heat transfer rate is accompanied by a 
friction factor increase, the preferred roughness geometry will 
yield the desired heat transfer augmentation with a minimum 
friction factor. The internal passages can be approximately mod- 
eled as square or rectangular channels with two opposite rib- 
roughened walls. The heat transfer and friction characteristics 
in these channels are different from those of circular tubes, 
parallel plates, or annuli. 

Rotation of turbine blade cooling passages gives rise to Cori- 
olis and buoyancy forces that can significantly alter the local 
heat transfer in the inward coolant passage from the develop- 
ment of cross-stream (Coriolis), as well as radial (buoyant) 
secondary flows. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 25, 
1995; revision received July 31, 1996. Keywords: Forced Convection, Rotating 
Flows, Turbines. Associate Technical Editor: T. J. Rabas. 

Buoyancy forces in gas turbine blades are substantial because 
of high rotational speeds and coolant temperature gradients. 
Therefore, a better understanding of Coriolis and buoyancy ef- 
fects and the capability to predict the heat transfer response to 
these effects will allow the turbine blade designer to achieve 
optimum cooling configurations that utilize less flow and, con- 
sequently, reduce the compressor power as well as thermal 
stresses in the airfoil. In addition, under realistic conditions, the 
blade surface is subjected to different or uneven heat flux or 
temperature on the leading or trailing surface of the serpentine 
square channels. Furthermore, it is shown (Parsons et al., 1994) 
that the uneven wall heat flux/temperature creates local buoy- 
ancy forces that would change the effect of the rotation, which 
results in changes in the local heat transfer coefficients on the 
leading/trailing surface due to the uneven heat flux especially 
for multipass flow channels. The results presented in this paper 
are aimed at studying the uneven heating load effects of rotation 
on a two-pass square and rectangular channels with two oppo- 
sitely ribbed walls from heat transfer measurements. 

1.1 Summary of Previous Studies. Results of several in- 
vestigations have been extensively discussed for rotating pas- 
sages with smooth walls. Heat transfer enhancement was studied 
with the use of rib turbulators in the stationary case, but it had 
not been treated in the rotating system before 1990. In recent 
years, Taslim et al. ( 1991a, b) has begun to study the roughened 
surfaces. A number of investigators have studied the phenomena 
of the Coriolis force induced secondary flow. These include the 
analytical works by Hart (1971), Moore (1967), and Rothe 
and Johnston (1979), and the experimental works by Wagner 
and Velkoff (1972) and Johnston et al. (1972). They all came 
to the same conclusion that, when a channel is being rotated, 
there would be strong secondary flows, and they have identified 
aspects of flow stability that produce streamwise-oriented vor- 
texlike structures in the flow of a rotating radial passage. How- 
ever, the effect of centrifugal buoyancy force seems not to be 
mentioned until the report from Morris and Ayhan (1979). 
Based on their results, the buoyancy force would make the 
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T a b l e  1 R e l e v a n t  data for experimental investigations on rotating cooling c h a n n e l s  

I Investigators Physical 

Wanger et al. Geometry 
I Square Duct 

(1991a) 

~/anger et al, Square Duct 
1991b) 

Yang et al. Square Duct 
(1992) 

i Wanger et al. Square Duct 
(1992) 

Han et al. Square Duct 
= (1992) 

I Han et al. Square Duct 
(1993) 

Parsons et al. Square Duct 
(1994) 

Johnson et al. Square Duct 
(1994) 

Hsieh and Hong Square Duct 
[(1995) 

Parsons et al. Square Duct 
(1995) 

Zhang et al. Square Duct 
(1995) 

Present Study I Rectangular and 
I Square Duct 

Boundary Rotation Reynold 
Condition Number Number 

UWT OsBOs 0.48 12,500 
50,000 

UWT 0 = Ra • 0.48 25,000 

UHF [ 0 • Ra s 0.042 44,000 
ii0,000 

UWT 0 s P,o • 0.35 25,000 

UWT 0 ~RO • 0.352 2,500 
(uneven) 25,000 

UWT 0 s BO s 0.352 2,500 
(uneven) I 25,000 

UWT 0 s Ro s 0.352 2,500 
(uneven) 25,000 

/UHF 
UWT 0 s Ra ~ O. 35 25,000 

UHF OsRa s 0.50 5,000 
25,000 

UWT/UI/F 0 s Ilo s 0.352 2,500 
25,000 

UWT 0 sRo = 0.352 2,500 
(uneven) 25;000 
/UHF 

UHF 0 s BO ~ O. 615 S,000 
(uneven) 25,000 

Smooth/Roughened Devellping/ Parameters How local/Mean 
Channel Full~/Developed Investi~ated Direction Nu 

Smooth Channel(single FD Re,BO,Ap / p Radially Local 
pass/orthogonally R/D,Gr/Re2 Outward Flow 
rotatin[I 
Smooth Serpentine DIFO Re,Ro,Ap I p Radtal]yinward/ Local 
Channel(three pass/ R/D,Gr/Re 2 Outward How 
ortho~onaUy rotating) 
Smooth Serpentine D/FD Re RO Ra~ Radlallylnward/ local 
Chamlel(four pass/ Outward Flow 
orthosonally rotatins) 
Roughened Channel D/FD Re,Ro,&p / p Radiallylnward/ local 
(three pass/orthogonally p./D,Gr/Re z Outward How 
rotaunsI 
SmoothCharmel(single FD Re,Ro,Ap / p Radially Local 
pass/horizontally Outward How 
rotating) 
Smooth Channel (two D/FD Re,BO,Ap / p Radlallylnward/ Local 
pass/horizontally Outward Flow 
rota~l 
Roughened Clmnnel(two D/PD Ra,RO,Ap / p Radlallyinward/ Local 
pass/horizontally Outward How 
rotaUnZ) 
Smooth(skew) D/FD Re,Ro,&p / p Radiallylnward/ local 
Serpentine Channel R/D,Gr/ReZ Outward How 
Iortho~onally rotalln~l 
Roughened Channel D/FD i Ra,RO,Ren Radially Local 
(single pass/orthogonally ' Outward Flow 
r°tatinlO I Raa 
Roughened Chatmel(two D/FD Re,Ro,&p / p BadlallyInward/ Local 
pass/horizontally Outward Flow 
rotaUnBl 
Roughened Channel(two D/FD Re,Ro,Ap / p Radlallylnward/ Local 
pass/horizontally Outward Flow 
~o=tiqtl 
Roughened Channel D/FD Re,Ra,Ap / p Radiallylnward/ local 
(two pass/orthogoually Outward How (regionally averaged) 
rotating) 

significant change of heat transfer and depends strongly on the 
flow direction (radially inward or radially outward flow). 

Meanwhile, studies on the combined effects of Coriolis and 
buoyancy forces in smooth rotating channels start to emerge, 
such as Mori et al. (1971), Morris and Ayhan (1982), Lokai 
and Gunchenko (1979), Clifford et al. (1984), Iskakov and 
Trushin (1983) Guidez (1989), etc. Several of them found that 
the combined effects would increase the heat transfer coeffi- 
cient, but others found the opposite results. This may be caused 
by different experimental techniques used and different test 
conditions. These differences have been further confirmed by 
Wagner et al. (1992). They experimentally determined the in- 
fluences of heat transfer in rotating multipass on the buoyancy 
and Coriolis effects. It was found that, for radially outward flow, 

the heat transfer coefficient on the trailing side is increasing with 
the rotating speed. On the other hand, it decreases with rotating 
speed increase on the leading surface. During their experiments, 
the angle of attack of the ribs was 90 deg. Later, they did the 
same experiments but with the angle of attack of 45 deg. The 
same results were found except that for smaller buoyancy ef- 
fects. 

Recently, Yang et al. (1992) experimentally studied the heat 
transfer characteristics in a four-passage smooth duct and, more 
recently, Zhang et al. (1995) and Han et al. (1993) conducted 
several experiments for two passages in roughened channels. 
Despite the differences of the number of flow passages and 
surface geometry, they all reached the same results as Wagner 
and Johnson, which is different from that of Hsieh and Hong 

N o m e n c l a t u r e  

A = projected area p = 
A R  = channel aspect ratio = H~ q~., = 

W Q,-- 
Co = discharge coefficient 
Cp = specific heat at constant /~ = 

pressure Raa = 
Dn = hydraulic diameter = 

2 W H / ( W  + H )  Reu = 
e = rib height Rea = 

G = mass flow rate 
H = height of channel Ro = 
h = heat transfer coefficient 

k / =  thermal conductivity of air T = 
at film temperature Tt,~ = 

L = test channel length Tt, x = 
Nu = regionally averaged Nus- T / =  

selt number = h D n / k /  Tw = 
Nuo = fully developed Nusselt To = 

number U = 
= regionally averaged Nu on 

ribbed wall with/without 
rotation, respectively 

Nur.r, Nu,..~ 

pitch 
local heating boundary conditions 
the total power input to the test 
section 
midspan eccentricity (300 mm) 
rotational Rayleigh number = 
13ATtaR(Re Ro) 2 P r / k f  
Reynolds number = UDH/u  
rotational Reynolds number = 
f~D~v/u 
rotation number = ReJReH 
(= f~DH/U)  
local temperature 
bulk temperature at inlet 
local bulk temperature 
film temperature = (Tw + Tbx)/2 
local wall temperature 
free-stream temperature 
mean channel velocity/ 
throughflow velocity 

W = width of channel 
x = downstream distance 
/~ = coefficient of thermal expan- 

sion and model orientation 
A T =  Tw - Tbi 

A T , ,  = used in calculation of Ra, 
which was chosen at an aver- 
age of inlet and exit fluid bulk 
temperature differences for 
all the rotational speeds under 
study 

( A p / p ) i  = density ratio based on the in- 
let bulk temperature 

v = kinematic viscosity of air 
f~ = rotational speed 

Subscripts 
0 = free stream/discharge 
t = total 

w = wall 
f~ = rotational 
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Table 2 Rib geometries and operating conditions in the channel under study* 

geomet r i e s  

p/e W (mm) H (mm) 

20 
20 

30 

Red, 

AR I~i(mm) 

1 20 

1.5 24 

Ran 

e/D H 

0.20 

0.17 

Ro relavent Re n 
I 

parameters 5000 -25000 0 -3076 0 - i.i x 109 i 0 -0.6152 
i I 

First pass Second pass 

b o u n d a r y  qt ( leading)  q t  ( trai l ing) qt ( leading) qt  ( trai l ing) 
condi t ions  

lS60W/m 2 (case 1 ) 7440wi m 2 (case 1) 1860W/m 2 (case 1 ) 7440wl m 2 (case 1 ) 
7440WImqcase 2) 1860W/m ~ (case 2) 7440W/m=(case 2) ls60w/m 2 (case 2) 

II,,- A 

FlOW ~ H 
I-I "~" M I-1 M 

section A-A 

corresponding dimensions shown in Figure 2 

(1995) for a single passage. Both trailing and leading surfaces 
heat transfer coefficients were found to be increased. This may 
be caused by different geometric configurations of the test chan- 
nels (e.g., rectangular and square ducts) which needs further 
confirmation. Later, Parsons et al. (1994) experimentally stud- 
ied the uneven wall temperature effect on heat transfer in a 
rotating two pass ducts. Most recently, Parsons et al. (1995) 
experimentally studied the effect of model orientation (/3 = 0 
and 45 deg) and wall heating condition on local heat transfer 
in a rotating two-pass square channel with rib turbulators. Table 
1 lists the relevant previous experimental investigations on heat 
transfer in rotating channels. 

1.2 Scope and Objectives. This paper is a continuation 
of work by Hsieh and Hong (1995) on a single passage with 
isoflux heating. The test section is expanded to two passages 
with uneven heat flux effect on heat transfer characteristics. The 
objectives for the study are further examination of the different 
buoyancy effects induced by inward and outward flows, and 
the complicated mixing effect with Coriolis force on heat trans- 
fer during the rotation. Besides, the present two-pass model is 
more realistic compared to that of a single passage reported by 
Hsieh and Hong (1995). 

Moreover, the change of boundary conditions from constant 
heat flux to uneven heat flux is to meet practical needs (more 
realistic) and to further verify the phenomena of heat transfer 

Table 3 Typical nondimensional interval for the relevant variables 

Var iab les  Unce r t a in ty  

Specific hea t  o f  a i r  Cp 

Hydraul ic  d i a m e t e r  of  f low pass  D. 

Air  flow ra te  G 

T h e r m a l  conduc t iv i ty  of  a i r  k 

T e m p e r a t u r e  T 

Rotat ional  speed  

Reynolds  n u m b e r  Re. 

Rotat ional  Reynolds  n u m b e r  R% 

Local Nussel t  n u m b e r  Nu 

= 3% 

±0.5% 

±5.2% 

±3% 

±0.5% 

±1% 

±6.9% 

±2.5% 

±13.6% 

in the first passage of the previous study, which resulted in 
different results with other investigators due to different geo- 
metric configurations of the test channels. 

With different boundary conditions on leading/trailing sur- 
faces in the present study, one may get a clearer picture regard- 
ing the heat transfer behavior and flow phenomena than before. 
The main controlled parameters are wall heat flux, rotation num- 
ber, Reynolds numbers, and cross-sectional aspect ratios. 

2 Experimental Apparatus and Procedure 
The present test facility is similar to that used by Hsieh 

and Hong (1995) with a slight modification in heating element 
design and flow passage, which is schematically shown in Fig. 
1. The facility comprised a heat section, a blower, a motor, a 
heat source, two slip ring assemblies, and a datalogger. The test 
section consisted of a ribbed two-pass serpentine flow channel 
with 2.0 × 2.0 cm square and 2.0 × 3.0 cm rectangular cross- 
sectional channels, respectively, mounted on a shaft supported 
by two bearings. The rotating shaft speed is measured by a 
digital photo tachometer. The air used for the test fluid was 
blown through the test section via a rotating seal assembly in 
the radially outward direction with a 2 kW centrifugal blower. 
A 34.0-mm-dia pipe, equipped with a 17.0-mm-dia orifice plate 
(C0 = 0.66), was used to measure mass flow rate. After passing 
through the orifice plate, the air enters the plenum cylinder in 
the hollow shaft and it flows through the straightener fixed in 
the interior of the shaft to eliminate the initial swirl before 
entering the square duct. The Reynolds numbers based on the 
channel hydraulic diameter (D~) ranged from 5000 to 25,000. 

To determine the locally averaged streamwise heat transfer 
coefficients in the channel along the flow direction, the two- 
pass test flow channel is divided into 15 sheet copper sections 
(Zhang et al., 1995 ) (see Fig. 2 for details). Each copper section 
is composed of two copper plates (23 X 19 × 3 mm each) with 
two other sides made of plexiglass, with has an inner cross 
section of 20 mm by 20 mm. The Teflon strips are machined 
along the periphery contact surface between copper section for 
insulation to prevent possible heat conduction. The ratio of 
channel length to hydraulic diameter (L/DH) is 34, which gives 
that ratio for each pass of 17. The ratio of the mean rotating 
arm radius to the channel hydraulic diameter is 30. The rib is 
oppositely positioned on two walls of the square test channel. 
The rib height-to-hydraulic diameter ratio (e/Dn) is 0.2. The 
rib pitch-to-height ratio (p/e) is 5 and the angle between the 
rib and coolant flow direction equals 90 deg. The aspect ratios 
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Table 4 Values of relevant parameters performed in the study 

I 
AR AR=I ' AR=I.5 

534 1068 1602 2136 769 1538 2307 3076 
(3.3x107) (1_,3x108) (2.9x108) t~.lxl0 s) (7,0x107) (2.8x10~) ! (6.2x108) (1.1xl09) 

5000 0.1068 0,2136 0.3204 0.4272 0.1538 0.3076 0.4614 0.6152 

10000 0.0534 0.1068 0.1602 0.2136 0.0769 0,1538 0.2307 0.3076 

15000 0.0356 0,0712 0.1068 0.1424 0.0513 0.1025 0.1538 0.2051 

20000 0.0267 0.0534 0.0801 0.1068 0.0385 0.0769 0.11535 0.1538 

25000 0.0214 0.04272 0.06408 0.0854 0.0308. 0.06152 0.09228 0.1230 

1 

qdqt - 0.25(case 1) and qt/qt - 4(case 2) 

Underlined values indicate the maximums / minimums 

are 1 and 1.5. The ribbed leading and trailing surface were 
made by gluing plexiglass ribs (each 20 × 4 × 4 mm), which 
are different from those in real engines with low thermoconduc- 
tivity, in between two copper plates to the plexiglass square 
channel on opposite walls in a required manner. Each wall has 
its own thin film ( 1 mm) resistance heater powered by a variac 

transformer for controlled heat fluxes. The power to each ele- 
ment was adjust to obtain an uneven heating condition on each 
leading/and trailing wall. The smooth side walls are insulated 
from the leading and trailing walls to minimize heat looses to 
the environment. The entire heated section is insulated by 2- 
mm-thick styrofoam. The local wall temperature of the test 
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Fig, 3 Effect of rotation on Nusselt number ratio (ql/qt = 0,25) 
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section is measured by 30 AWG40 copper-constantan thermo- 
couples distributed along the downstream flow direction and 
around the perimeter of copper test section. Two more thermo- 
couples measure the inlet and outlet bulk air temperature. There 
is an unheated plexiglass entrance duct that has the same cross 
section and length (X/DH ~ 5) shorter than that of the test duct. 
A Schlumberger Solartron 3530 datalogger was interfaced with 
an IBM PC/AT for data acquisition. 

Experimental data were taken on the leading and trailing sur- 
faces of the test section in both rotating and stationary channels. 
Rotational speeds of 200, 400, 600, and 800 rpm were set in either 
the counterclockwise or clockwise direction. The test channel ge- 
ometry and operating conditions are listed in Table 2. 

3 Data  Reduc t io n  and  Uncer ta in ty  Ana lys i s  

One of the main goals is to analyze the local (regionally 
averaged) heat transfer phenomenon on both leading and trail- 
ing surfaces. The heat transfer quantitative analysis is done by 
Nusselt number. In order to determine the local (regionally 
averaged) Nusselt number, it is necessary to obtain the axial 
variation of heat flux from the passage wall and the difference 
between the wall temperature and the bulk mean temperature 
of the coolant. To get the local Nusselt number, one uses the 
equation h(x) = Q.~J[A(Tw - Tb~)], where h(x) is the local 
heat transfer coefficient, ( Q . J A )  is the local heat transfer rate 
per unit area from the wall to the cooling air, (Tw) is the local 
wall temperature of the plate, and (Thx) is the bulk mean air 
temperature. The surface area is the projection area not includ- 
ing the surface of the rib. The electrical power generated from 
the heater is determined from the measured heater resistance 
and voltage on each wall of the test duct. The effect of axial 
wall conduction between copper sections on the local net heat 

transfer rate is less than 3.2 percent, which is also included in 
the data analysis. 

The value of (T~x) is obtained by energy balance, and defined 
as Tbx = To + E Qnet/(GCv), where E Qnot is the summation of 
net heat given to the air from the entrance (about 26°C) to a 
specified position along the downstream distance. Heat loss 
measurements were obtained with no coolant flow and constant 
electrical power supplied under steady-state conditions with ro- 
tation, identical to the heat transfer anet experiments, but without 
coolant flow. The heat loss to the outside of the test channel 
ranged from 13 to 24 percent of the total heat supplied for 
stationary heat transfer levels. The local Nusselt number was 
calculated by Nu = h(x)Dn/k/where kf is the thermal conduc- 
tivity of air. The local Nusselt number, normalized by the Nus- 
selt number for a stationary fully developed turbulent flow in a 
smooth circular tube, is correlated by Dittus-Boelter/McAdams 
(Rohsenow and Choi, 1961) as: 

Nu/Nuo = (hDH/k)/[O.023 Re °'8 Pr °'4] ( 1 ) 

with Pr = 0.7. The uncertainty in temperature measurement is 
estimated to be _+0.5°C. The maximum nondimensional uncer- 
tainty intervals for the variables concerned in this study are 
estimated and given in Table 3. 

4 Resul ts  and Di scuss ion  

The convective heat transfer performance inside of a rotating 
two-pass roughened channel is governed by the ratio of the 
rotating mean radius to channel hydraulic diameter, Reynolds 
number, Prandtl number, rotation number, rotational Rayleigh 
number, channel aspect ratio, wall to fluid density difference 
ratio, flow direction (radial outward flow/or radial inward 
flow), and rib geometry and size. In other words, 
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/ g  
f[,~_ x ,  Reu, Pr, Ap/p, AR, N u =  

' DH \ t )  H 

flow direction, rib geometry) (2) 

where, for the present study, both t~/DH = 13.5 (40-80  in real 
engines) and Pr = 0.7 are fixed and rib geometry and size are 
specified. The fluid flow rate, heating rate, rotational speed of 
the rotor, and cross-sectional aspect ratio were varied to produce 
various values of Ren, Ro, AR, and (Ap/p)i. Table 4 lists 
detailed values of these parameters tested. The results for mini- 
mum/maximum values of Ro are presented and discussed. 

4.1 Effect of Rotation and Uneven Heating Condition. 
Since the duct is short, and fully developed flow is not attained, 
the local (regionally averaged) heat transfer results are pre- 
sented as the axial distributions of a normalized Nusselt number 
ratio. Figures 3 and 4 show the effect of rotation for case 1 
wall heating condition on the local Nusselt number ratio (Nu/ 
Nu0) on the leading and trailing walls.  In Fig. 3 for Ro = 0 
and 0.4272 at Ren = 5000, local Nusselt number ratios for the 
ribbed leading and trailing walls are fairly uniform similar to 
those of Parsons et al. (1994) for nonrotation (approximately 
3 - 6 )  throughout the two-pass test channel (AR = 1 ) except 
for the sharp entrances near the inlet of the first/second pass. 
Generally, the stationary heat transfer ratio for the present ribs 
is about 2.5-3,  which is a little bit higher than the value of 2 
reported in earlier works. This may be due to heat losses from 
two unheated sides. This part was not corrected for the calcula- 
tions of Nu values. In the first outflow pass (0 < x/DH < 15), 

the local Nusselt number ratios for the trailing wall increase 
while the Nusselt number ratios for the leading wall decrease 
relative to their corresponding nonrotating values as Ro in- 
creases from 0 to 0.4272. The reverse holds in the second inflow 
pass (18 < x/Dn < 30). This is because rotation induces the 
Coriolis forces that produce secondary cross-stream flows and 
it makes the first outflow pass trailing and second inflow pass 
leading boundary layer become thinner. Simultaneously, it also 
thickens the first pass leading and the second pass trailing 
boundary layers. Due to such thinning or thickening o f  the 
boundary layers, the heat transfer coefficients for the first pass 
trailing and second pass leading walls are higher with rotation 
than those without. This increase is also attributed to the follow- 
ing three reasons based on Prakash and Zerke (1992): 

(i)  The Coriolis-induced secondary flow transports cooler 
(heavier) fluid from the core to the trailing surface, 
which increases the temperature gradient at the wall. 

(ii) The secondary flow also transports the higher momen- 
tum fluid from the core to the trailing surface, whereby 
the through velocity, and hence the convective effects, 
are enhanced. 

(iii) The increase in the throughflow velocity near the trail- 
ing surface leads to a higher velocity gradient and, 
thereby, a higher level of turbulent kinetic energy. 

On the other hand, the heat transfer coefficients for the first pass 
leading and second pass trailing walls are lower with rotation than 
those without. The decrease in heat transfer at the leading (first 
pass)/trailing (second pass) surfaces due to rotation can be ex- 
plained by the reverse of the reasons listed earlier. This phenome- 
non is reduced as Ro decreases. The findings above coincided 
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well with those reported by Parsons et al. (1994) also shown in 
Figs. 3 and 4 for the corresponding cases. However, the present 
results exhibit local peak values of Nu(x)/Nuo at x/Dn ~ 1 and 
15 in first pass and x/DR ~ 18 in second pass, respectively, which 
is different from Parsons et al. (1994). This is perhaps partly due 
to the present uneven boundary conditions (case 1 ) and is perhaps 
partly due to the combination of buoyancy forces and the stabiliza- 
tion of the near-wall flow for low Ro as well as the developing, 
Cofiolis-dfiven secondary flow for higher Ro. Besides, the effect 
of the present uneven wall heating condition seems not noted. 
Moreover, the enhanced effect in the present study is a little bit 
higher than those in Parsons et al. due to the present higher Ro 
(0.0214 to 0.4272) and a higher e/Dn (~0.20), which is also 
shown in Figs. 3 and 4. 

The magnitude of local Nusselt number ratio differences on 
the leading/trailing walls are further found to be smaller in the 
second pass. This is, following Parsons et al. (1994), because 
the rotation-induced centrifugal buoyancy force assists the iner- 
tia force in the first pass and opposes the inertia force in the 
second pass, with the result that throughflow velocity and Cori- 
olis force effect are both reduced in the second pass as compared 
to the first pass. This situation can be clearly noted in Fig. 3 
for the second pass for the data points being closely packed 
together relative to those correspondings in the first pass. This 
again confirms the findings reported in Parsons et al. (1994). 

A comparison of Figs. 3 and 4 reveals the effect of flow rate 
on local heat transfer performance. It is found that decrease in 
ReH raises but preserves the shape of the Nu/Nu0 versus X/DH 
curve without rotation as one would expect. In Fig. 3, at Ro = 
0.4272, the local Nusselt number ratios for the first pass trailing 
wall are higher than those at Ro = 0.0214 in Fig. 4. However, 
for the leading wall, the opposite trends hold. All these findings 
are reversed in the second pass. In brevity, the magnitude of 
difference between the leading and trailing Nusselt number ra- 
tios in both passes increases with Ro from 0.0214 to 0.4272. 
Similar behavior is shown in Figs. 5 and 6, but the order of 
magnitude of Nu/Nu0 is a little lower than the corresponding 
values in Figs. 3 and 4, because q/q,  = 4 in Figs. 5 and 6, 
while q/q,  = 0.25 in Figs. 3 and 4. This strongly indicates 
that the larger uneven heat flux ratio is the lower heat transfer 
enhancement exhibits. For case 2, in Figs. 5 and 6, the trailing 
surface temperature, being lower than the leading surface, can 
result in cooler fluid near the trailing surface. It is speculated 
that the cooler fluid is accelerated due to centrifugal buoyancy 
and so a thinner boundary layer is created near the trailing 
surface. Meanwhile, the secondary cross-stream flow carries the 
cooler fluid from trailing back to the leading surface due to the 
Coriolis force. This cooler fluid causes a sharp temperature 
distribution near the leading surface due to the centrifugal buoy- 
ancy force. Therefore, the difference in local Nu between the 
trailing and leading surface becomes smaller compared to those 
shown in Figs. 3 and 4. It is noted that the Nusselt numbers 
are different for the leading and the trailing walls, even for the 
stationary case, mainly due to the uneven heat flux imposed on 
these two walls, and the rest of the reasons may be due to the 
conduction between two heaters used in the present study. 

The general trend in Figs. 3 -6  is followed by an entrance 
decrease: decreasing Nu/Nuo with increasing X/DH until a 180 
deg turn is nearly reached. At this stage Nu/Nuo increases and 
peaks at the entrance of the turn with greatest Nu/Nuo at the 
trailing surface in the first pass. This significant enhancement 
in heat transfer is' due to the presence of second flow due to 
rotation, resulting in a stronger centrifugal buoyancy in the 180 
deg return bend. Again, the reverse is true in the second inflow 
pass. 

4.2 Effect of  Rotat ion ,  A s p e c t  Rat io ,  and  Uneven Heat- 
ing Condit ions .  Figure 7 presents the results of the aspect 
ratio effect on Nusselt number ratio at Ren = 5000 and ql/q, = 
0.25 with Ro from 0.2136 to 0.6152. Generally speaking, the 

general trend still holds as compared to those of Figs. 3 and 4. 
A comparison between the present data for an aspect ratio of 
unity and 1.5, both for e/Dn ~ 0.2, indicates a slight decrease 
in heat transfer coefficient for an increase in passage aspect 
ratio. Unlike the results shown in Figs. 3 and 4, an aspect ratio 
of 1 shows less sensitivity to the Ro in general, and the variation 
of local Nusselt number with Ro is not as pronounced. This 
behavior may be due to the relative space between turbulated/ 
roughened walls, especially for AR = 1.5 with a lower e / D , ,  
inadequate for the flow to separate from the leading surface and 
push against the trailing surface. Consequently, it reduces the 
throughflow velocity, the velocity gradients, turbulent kinetic 
energy, and hence, convection is weaker. Moreover, buoyancy 
also reduces the throughflow velocity of the warmer (lighter) 
fluid near the leading surface where the decrease in heat transfer 
is greater for a higher Ran, especially in first pass. This can be 
seen from Fig. 7 as compared to the corresponding Fig. 3. 
Unlike Fig. 3, the results of leading/trailing surfaces in the 
second pass become closer with rotation. The reasons remain 
unknown at this stage. Further study in this aspect may be 
needed. Detailed and extensive results of the rotation effect can 
be clearly found by taking a close-up examination of Figs. 8 
and 9 forAR = 1.5 at Ren = 5000 and 25,000 and q/q,  = 0.25, 
in which the effects of enhancement due to ribs and that due 
to rotation are separated. 

As discussed above, the convective heat transfer coefficients 
on the leading and trailing surfaces of a rotating channel with 
radial outward/inward flow can be affected by the Coriolis force 

10 

8 

6 

N_...u 4 

Ntl o 

2 

Symbols 
(trailing/leading) (aP / P)l 

0.17 (900~) • ( 0 )  Trailing (0.10) 

• Trailing 0.08 90 ° 
0.06 9~0 

• ( o )  Leading (0.08) ( 0 )  

$ Leading 0.14 90 ° 

. I •  a I @  • first pass case 1 I case 2 

0.1 

1 

N..~ 
Nu o 

2 

1 
0.2 RoO.3 0.4 0.5 

Symbols 
( t ralnn~leading)  (aP / P)~ 

0.18 9(? 
m ( o )  Trailing (0.10) ( i f ' )  

• Trailing 0.09 90 ° 

. O.lO %° 
• ( 0 ) I.eadmg (0.08) ( 0 ) 

• Leading 0.15 90 ° 

first p a s s  I c'a~& Ic'asL 
AR=I x ~ = 1 3  qt/q qt/q l 

I i = 0.25 = 4 | 

0.1 0.2 0.3 0.4 0.5 
Ro 

1o 

8 

6 

Nu 4 

2 

Symbols 
(trailing/leading) (aP/Pli I~ 

0.15 9~2 
a ( O )  Trailing (0.10) I ) 

• Trailing 0.09 90 ° 
0 11 90 ° 

• ( 0 ) Leading f0.08) ( 0 °) 

• Leading 0.19 90 ° 

second pass • i A , 
AR 1 . . . . . .  = I cage 1 ] ca§e 2 

0.1 0.4 0 

I 
Nu° 2 [ 

I iI ~,:24 , 12g.! 
0.2 Ro 0.3 0.5 0 0.1 0.2 Ro 0.3 

(e) (d) 

Symbols i (~p/p) t 13 
(trailing/leading) [ 0.17 91)" 
= ( O )  Trailinlt (0.10) ( 0 °) 

Trailin$ I 0.09 90" 
i 

e 
I 

. 0 . 1 1  990 ° 
• ( o ) Leadms= (0.08) ( 0 ) 

* Leadinl 0.20 90 ° 

. . . . . .  i 
AR=i case 1 ca~e 2 I 

qdqt q / q  
I= 0.25 I - 4  I 

0.4 0.5 

Fig. 10 Effect of rotation number on Nua•elt number ratio (the v a l u e •  
inside the parentheses are from Parsons et al. (1994) ;  closed symbols: 
present study; open symbol•: Par•on• at al. (1994) )  

Journal of Heat Transfer NOVEMBER 1996, Vol. 116 / 873 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



• Ro=0.1068• Ro=0.2136&Ro=0.3204* Ro=0.4272] 11 Re=0.02136 • Ro=0.04272.A Ro=0.06408. Ro=0.085441 

164 Trailing 35C 
140~- _ ~  AR=I { 30C / / /  

~U120~ " _~ ~ Re, - 50001rr- 
100]" j . - . . ' ' l l " / ' ' ' a '  Firs tpass  i~U25C 

8t2 ~ I 20C 
6(3 . . . .  15C " 
90 ~ ~ Leading ~.  ̂  

. . . .  , - / / / /  
,~0 I First pass l 100 ' I 

"=-' ' / / / / ,  80 AR=i i 
Re. - 5000 m 250 

70 ~ . . ~ " - - ~ - - - ' ~ l r -  INt~o0 

60 I Second pass I 1501 
50 , , ,i 

 2oo 1- / -2001- 
15°I-  ;,--5o0o IN%0 - 

/-  ( " - o n d  pass[ 100/ 100"  ' ' ' ' 

0.01 0.1 I 0.0001 0.001 O.01 
Ra, / Re, 2 Ra, / Re, 2 

(a)  (b)  

Trailing 
AR=I 
Re. = 25000 
First pass 
I 

Leading 
AR=I 
Re. - 25000 
First pass 

Trailing 1 
AR=I [ 
Re, - 25000 [ 

I Second pass I 

Leading 

I Second pass 

0.1 1 

Fig. 11 Centrifugal buoyancy effect on Nuaaelt number ( A R  = 1) 

(rotation number) and the surface heating condition (centrifugal 
force). At two values of downstream location (X/DH = 9 and 
13), Fig. 10 shows the variation of local Nusselt number with 
Re. The effect of the Coriolis force on the increases (decreases) 
of the Nusselt number ratios for the first pass trailing and second 
pass leading/first pass leading and second pass trailing walls 
from nonrotating channels is clearly noted. The reasons have 
been explained previously in detail. The experimental results 
from Parsons et al. (1994) at qt/qt = 4 for the case of ( A p /  
p)i = 0.10 and 0.08 at X/DH = 9 and 13 are also included for 
comparison. The results show that the present Nusselt number 
ratio on the trailing and leading surface agrees with those of 
Parsons et al. except that the magnitude of the present study is 
a little bit higher than that of Parsons et al. This confirms that 
the trailing (leading) surface Nusselt number ratio increases 
(decreases) in first (second) pass with an increasing Re. This 
is shown in Figs. 10(a) and 10(b), respectively. The difference 
may be caused by the following four reasons: (i)  the orientation 
of the channel of the present study according to Parsons et al. 
(1995) is fl = 90 deg (see Fig. 2 for details), (ii) a fully 
developed flow entrance for Parsons et al. versus a sharply 
developing flow of the present study, (iii) the present blockage 
ratio e/Dn ~ 0.2 is much higher than that of Parsons et al. (e/ 
DH = 0.125), and the pitch is also different (p/e = 10 for 
Parsons et al.), (iv) air density ratios of (Ap/p);  in Figs. 10(a) 
and 10(b) are different from Parsons et al. Figures 10(c) and 
(d) show the results in the second pass in which a lower local 
Nu was found, but the trend is similar to the corresponding 
Figs. 10(a) and lO(b) and even milder. 

As previously discussed, the uneven surface heat flux on both 
the leading and trailing surfaces in the first pass creates a local 
imbalance of the force that alters the heat transfer coefficients. 
This unequal force serves to transport cooler (heavier) fluid 
from the core to the trailing surface. In comparison, the fluid 
near the leading surface is warmer (lighter) since it reached 
there after exchanging heat with the remaining walls. As a result 

of such density variation, the centrifugal buoyancy is greater 
on the fluid near the trailing surface and smaller on the fluid 
near the leading surface. Consequently, due to an unequal force, 
the through flow velocity of the fluid is increased near the trailing 
surface and decreased near the leading surface. The reverse 
trend is true in the second pass. For small air density ratios 
(e.g., 0.06) and small Re, the centrifugal buoyancy effect is 
small. However, for high density ratios (e.g., 0.18) and high 
Re, the centrifugal buoyancy can be significant. This was further 
verified in Fig. 10. 

4.3 Effect of Centrifugal Buoyancy and Uneven Heating 
Condition. When tests were conducted at a fixed Reynolds 
number (ReH) and rotational speed, but with varying levels of 
wall-to-fluid bulk temperature difference, evidence of a buoyant 
interaction was noted. Figures 11 and 12 plotted the average 
Nusselt number against the quotient Ran/Rag for bot__h AR = 1 
and 1.5, respectively. The average Nusselt number (Nu) on the 
leading/trailing surfaces is the average value of the entire lead- 
ing/trailing surface local Nusselt number from x/DH ~ 1 to X~ 
Dn ~ 15 in the first pass and from x/Dt~ ~ 18 to x / D ,  ~ 30 
in the second pass. The quotient Raa/Re,~ is the local level of 
wall-to-fluid bulk temperature difference, representing the driv- 
ing potential. It is found, generally, that an increase in average 
Nusselt number with increases in Raa/Re~ occurred On both 
leading and trailing surfaces, which quite coincided with those 
from Morris and Ghavami-Nasr (1991) and Wagner et al. 
(1992), except for ReM= 5000 and R e n =  25,000 on trailing 
surfaces for AR = 1.5. A possible explanation is that as buoy- 
ancy increases the leading side heat transfer, Coriolis-induced 
secondary flow entrains this "hotter" fluid and deposits it on 
the trailing edge bringing about an accompanied reduction in 
heat transfer due to a mild temperature gradient; this situation 
did not occur for AR = 1. This effect is only noticeable for AR 
= 1.5 at ReH = 5000 and 25,000. It was not found possible, 
because of data limitations for Ran/Re~, to incorporate the 
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Fig, 12 Centrifugal buoyancy effect on Nusselt number (AR = 1 . 5 )  

buoyancy effect into the conventional correlating equations. 
Further data obtained with more values of Rayleigh number 
for centrifugal buoyancy are needed to quantify the effect of 
rotational buoyancy. Nevertheless, the present wall heating con- 
dition has a significant effect on centrifugal buoyancy, as indi- 
cated in Figs. 11 and 12. 

5 C o n c l u s i o n s  

The paper presents an extensive study of experimental data 
from heat transfer experiments in rotating two-pass rectangular 
oppositely rib-roughened channels with uneven heating walls. 
The analysis of these experimental results to determine the sepa- 
rate effects of forced convection, Coriolis, and buoyancy on 
the heat transfer has produced the following observations and 
conclusions: 

1 The streamwise distribution of heat transfer in the first 
pass with rotation is similar to that of developing flow in the 
entrance region of a passage without rotation and is in good 
agreement with previous study result. 

2 Local Nusselt number increases (decreases) with in- 
creases in density ratio over most of the passage surface area 
in radially outward (inward) flow. 

3 For the first pass, increasing buoyancy causes an increase 
in heat transfer. Trailing surface heat transfer is usually higher 
than that on the leading surface due to the secondary flows. 
Increase in Ro causes an increase in the averaged Nusselt num- 
ber, again due to a strengthening of the secondary flows. 

4 For the second pass, increasing centrifugal buoyancy gen- 
erally tends to increase the heat transfer further on the leading 
surface while reducing it on the trailing surface for A R  = 1 .5 .  

This is attributed to a coupling between Coriolis-induced sec- 
ondary flow and centrifugal buoyancy. An increase in Ro has 
a significant effect on heat transfer to the leading wall, which 
results in the Nu values of leading and trailing surfaces getting 
closer as the flow gets farther downstream. 

5 Reconfirmation of the previous study of Hsieh and Hong 
(1995) for a single pass was made. It has been shown that the 
heat transfer characteristics in a two-pass channel are apparently 
different from those for a single pass. 
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Structure of Turbulent Hydrogen 
Jet Diffusion Flames With or 
Without Swirl 
The near-field turbulent structure of double-concentric hydrogen-air jet diffusion 
flames, with or without swirl, has been investigated using conditionally sampled, 
three-component laser-Doppler velocimetry and coherent anti-Stokes Raman spec- 
troscopy. The turbulent flame zone became thinner and shifted inward as the mean 
jet velocity was increased, whereas swirl created a radial velocity even at the jet- 
exit plane, thereby broadening and shifting the flame zone outward. The probability- 
density functions of velocity components, their 21 moments (up to fourth order), 
mean temperature, and root-mean-square temperature fluctuation were determined 
in the near field. The data can be used to validate advanced turbulent combustion 
models. 

Introduction 
In practical combustion systems such as gas turbines and 

industrial furnaces, turbulence and swirl play an essential role in 
enhancing fuel-a i r  mixing, flame stabilization, and combustion 
intensity. Previous studies of turbulent jet diffusion flames 
(Bilger, 1976; Eickhoff, 1982; Faeth and Samuelsen, 1986; Dib- 
ble et al., 1987; Tangirala et al., 1987; Sterner, 1985; Sthrner 
and Bilger, 1988; Drake, 1988; Pitz et al., 1991; Nandula et al., 
1994; Barlow and Carter, 1994) have focused primarily on 
nonswirling flames and have not included detailed velocity and 
temperature data in the developing region of the flame. The 
majority of the existing velocity data in turbulent jet diffusion 
flames were obtained using single- or two-component laser- 
Doppler velocimetry (LDV). Thermocouples and, more re- 
cently, Raman scattering spectroscopy were used for tempera- 
ture measurements. Reports on high-order moments, particu- 
larly triple correlations, of the probability-density functions 
(pdf) of velocity components are rare; they are available for 
nonreacting flows ( Hinze, 1975; Wygnanski and Fiedler, 1969). 
Accurate measurement of high-order moments is a challenge 
especially in reacting flows. 

In addition, the conventional turbulence models such as a k -  
e model use gradient diffusion models for turbulent transport 
(Launder and Spalding, 1972; Eickhoff, 1982) and cannot pre- 
dict high-order moments; thus, a demand for such data for 
model validation has been minimal. Unlike these models, recent 
turbulence models such as pdf methods do not need to model 
the turbulent transport terms because they appear in closed form 
(Pope, 1990). The joint velocity-scalar pdf method, capable of 
calculating high-order moments, has recently been applied to a 
number of reacting and nonreacting flows (Anand et al., 1993, 
1996). Such advanced turbulent combustion models must be 
validated in detail in laboratory flames incorporating the essen- 
tial features of practical flows. Therefore, the demand for the 
detailed experimental data, including high-order moments (in 
swirling or nonswirling flows), has been growing rapidly in 
recent years. 

A major challenge in accurate LDV measurements is how to 
avoid inherent particle statistical bias problems (Edwards, 
1987). Conditional sampling techniques (Libby et al., 1982) 
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have been applied to LDV measurements (Dibble et al., 1987; 
Tangirala et al., 1987; Sterner, 1985; Takahashi et al., 1992) to 
avoid velocity bias originated in different flow channels with 
different initial velocities. However, the conditionally sampled 
velocity data obtained specifically for model validation are un- 
available. The developing region of the jet flame is particularly 
important because various physical and chemical processes oc- 
cur rapidly in the near-nozzle region, and the flame structure 
downstream depends significantly on the early development. 
Moreover, substantial errors due to an elongated (ellipsoidal) 
measuring volume of a two-componen t LDV system (Durbin 
et al., 1993) were observed by comparisons with the results 
obtained by a three-component system with a small probe vol- 
ume (Takahashi et al., 1995). Furthermore, the use of a thermo- 
couple exerts serious limitations on the maximum measurable 
temperature, delayed time responses, radiation heat losses, flow 
and catalytic disturbances on the flame, and so forth. 

This work is an attempt to provide a reliable data base in 
response to the above-mentioned demands and requirements for 
accurate velocity and temperature measurements. The contribu- 
tions of the current results relative to previous work are as 
follows: ( 1 ) This study provides the first detailed velocity and 
temperature data in swirling and nonswirling turbulent hydrogen 
jet diffusion flames, specifically designed for the validation of 
advanced turbulent combustion models capable of predicting 
high-order moments. (2) A unique contribution of this study 
stems from the nonintrusive laser diagnostic techniques used. 
The conditionally sampled, three-component LDV measure- 
ments with a small probe volume were made, for the first time, 
to obtain the unbiased velocity data, including high-order cross- 
correlations. The coherent anti-Stokes Raman spectroscopy 
(CARS) thermometry generated the temperature data without 
causing disturbances on the flame. (3) All data obtained are 
tabulated (in ASCII file format) and plotted in five technical 
reports (Takahashi et al., 1993, 1994a, b).  Therefore, selected 
results are presented in this paper to extract physical insights 
into the near-field turbulent structure of hydrogen jet diffusion 
flames. 

Experimental Techniques 
The combustor (Fig. 1 ) consists of a central fuel tube (9.45- 

mm inner diameter [d],  0.2-mm lip thickness, 806-mm length) 
and a concentric annulus-air tube (26.92-mm inner diameter), 
centered in a vertical test section (150 x 150-mm square cross 
section with rounded corners [quasi-octagonal], 486-mm 
length), through which external air is supplied. The test section 
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and w '4. Hence, u, v, and w represent the axial, radial, and 
tangential velocity components, respectively; a capital letter in- 
dicates the mean value and a lowercase letter with a prime 
indicates the velocity fluctuation from the mean. The kinetic 
energy of turbulence, skewnesses, and kurtoses are derived from 
these quantities. The accuracy of the velocity measurements is 
estimated as ~ 2  percent for the means and 5 to 10 percent for 
the higher moments. 

The CARS system, described in detail elsewhere (Takahashi 
and Vangsness, 1993; Takahashi et al., 199#b), consists of a 
pulsed Nd:YAG laser, dye laser optics, incident and collection 
optics, and a spectrometer with an intensified charge-coupled 
device camera. A broadband Stokes beam (~607 nm) and the 
two pump beams (532 nm) are then focused together in a folded 
BOXCARS configuration using a lens (250-mm f. 1 .). The ellip- 
soidal probe volume size, estimated by assuming Gaussian 
beams with a 7-mm diameter and a 5-deg crossing angle, is 
approximately 25/zm in diameter and 250/zm in length. Typi- 
cally, 500 CARS signals from nitrogen are acquired at each 
location. The accuracy of the temperature measurements is esti- 
mated to range between 10 percent near room temperature and 
5 percent near the flame temperature, with the largest contribu- 
tion to uncertainty from shot-to-shot variation in the Stokes- 
laser spectral distribution. The reproducibility of both LDV and 
CARS measurements is checked prior to final runs. 

FUEL ANNULUS 
AIR 

Fig. 1 Schemat ic  o f  the combustor used 

is sided with four quartz windows for optical observations and 
diagnostics. A helical vane swirler unit is placed in the annulus 
channel 96 mm upstream from the jet exit. Table 1 shows the 
experimental conditions (0: helical vane angle, Uj: mean jet 
velocity, U~: mean annulus air velocity, and Ue: mean external 
air velocity). Hydrogen (purity: 99.3 percent) is the fuel. The 
jet Reynolds number (Rej = Ujd/uj where uy is the kinematic 
viscosity of hydrogen) is 2208 for Case 1 and 8830 for the 
others. Case 1 is in the pipe-flow transition region, in which 
breakpoint to the turbulent flame rapidly approaches the jet exit 
(Takahashi et al., 1982). Thus, Case 1 is a transitional (or 
weakly turbulent) flame, and Cases 2 through 4 are fully devel- 
oped turbulent flames. Both LDV and CARS measurements 
were made at numerous radial locations at seven axial locations 
(x = 1.5, 10, 25, 50, 75, 150, and 225 mm). 

The three-component LDV system, described in detail else- 
where (Takahashi et al., 1993, 1994a), consists of two seg- 
ments: (1) three-beam two-channel optics and (2) two-beam 
one-channel optics. The former uses a 514.5-nm line of an 
argon-ion laser (15 W) and measures the velocity components 
in the directions of ±45 deg off the jet axis. The latter uses a 
488.0-nm line and measures the tangential velocity component. 
The coincident measuring volume is minimized to a 100-#m- 
dia sphere by aligning the axes of the two segments perpendicu- 
larly. The calculated fringe spacing is approximately 3.6/zm. 
Submicron-size zirconia particles ( <  1 #m, 97 percent) are the 
tracer. LDV measurements are made by seeding one stream at 
a time. Thus, all LDV data reported are conditional upon the 
fluid originating from either the jet, annulus, or external flow 
channel. A portion of the data is filtered out by the so-called 
ntr method (i.e., velocities whose deviation from the mean 
exceeded n times the standard deviation [cr] are eliminated). 
Because the conventional 3a method occasionally cuts off some 
valid data and alters high-order moments significantly, n = 4 
is used in this study. The 21 independent flow variables de_ter- 

t 2  ¢2 t 2  t t t t ¢ t mined are U, V, W, u ~ ,  v ~ ,  w ~ , ~ v ; , v - ~ 7 ,  w U , u  '3, 

Results and Discussion 

Thermal Structure.  Figures 2 and 3 show the radial pro- 
files of the mean gas temperatures and root-mean-square (rms) 
values of temperature fluctuations at five selected heights in 
swirling and nonswirling turbulent hydrogen jet diffusion 
flames. The outermost data point is bounded by the location 
where the temperature is nearly room temperature (or the outer 
edge of the test section's window). The innermost data point 
is the location where the intermittency of the jet fluid (defined 
as the fraction of CARS realizations for which nonresonant 
background interference from the fuel occur in the total number 
of data [Takahashi and Vangsness, 1993]) is very high, and 
accurate temperature determination is prevented beyond this 
point. 

In all cases (Cases 1 -4 ) ,  the flame base anchored near the 
fuel tube exit on the air side of the dividing streamline (whose 
radial distance from the axis: y ~ 4.7 mm) as the sharp tempera- 
ture peaks (~1900 K a t x  = 1.5 mm, y = 5 to 5.5 mm in 
Fig. 2(e))  indicate. The temperature peak shifted outward and 
broadened downstream, as expected. The rms temperature fluc- 
tuation reached a maximum (up to 900 K) in the outer thermal 
layer where the mean temperature gradient was large. As the 
jet velocity was increased in nonswirling flames (from Case 1 
to Case 2), the flame zone (temperature peak) shifted inward 
and both mean and rms temperature peaks became narrower and 
slightly lower. Furthermore, the innermost data points shifted 
slightly outside from Case 1 to Case 2 as a result of faster 

Table 1 Experimental conditions 

Case No. 0 (o) Uj (m/s) U. (m/s) Uo (m/s) 

1 0 25 4 1 

2 0 100 20 4 

3 30 100 20 4 

4 45 100 20 4 
i 
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Fig. 3 Temperature fluctuation distribution across the hydrogen jet 
flame at five different heights 

spread of the fuel jet. Consequently, the layer between the inner- 
most data point and the temperature peak, where hydrogen was 
transported by both turbulent and molecular diffusion, became 
thinner• As swirl was added to the annulus airflow (see Cases 2 -  
4), the innermost data points and the temperature peak locations 
shifted outward substantially, the mean temperature profiles be- 
came flatter, and both mean and rms temperature peak values 
decreased. Swirl-induced radial velocity, and thus, the hydrogen 
jet spread outward with a larger angle (as will be explained in 0.4 
detail in the next section). 

Although the mean and rms temperature profiles show global 0.2 
features of the thermal structure of the flame, more precise 
information can be retrieved from temperature pdf 's .  Only few 0.0 
examples at selected locations for three conditions (Cases 1 -  
3) are shown here, but the general trend peculiar to the radial 0.2 
location relative to the flame zone is illustrated well. In fact, 
qualitative trends are similar to that for methane jet diffusion 0.0 
flames (Takahashi and Vangsness, 1993) in which the jet veloc- 8 ~ 
ities were much lower (<17  m/s).  Figure 4 shows the pdf ' s  × o.2 
in nonswirling (Figs. 4 ( a ) - 4 ( e ) ,  Cases 1; Figs. 4 ( f ) - 4 ( j ) ;  ~. 
Case 2) and swirling (Figs. 4 ( k ) - 4 ( o ) ,  Case 3) hydrogen 0.0 
flames at x = 25 ram. At the edge of the outer thermal layer 
(Figs. 4(e) ,  4 ( j ) ,  and 4(o) ) ,  the pdf showed a sharp single o.2 
peak with near room temperature. In the outer thermal layer 
outside the flame zone (Figs. 4 (d) ,  4( i ) ,  and 4(n) ) ,  the pdf 0.o 
showed a bimodal distribution over a wide range from room 0.6 : 
temperature to flame temperature as a result of the radial move- 
ment of the flame zone. Thus, the rms value peaked in this 0.3 
layer• Occasional entrainment of cold air is seen still at the 0.0 
temperature peak location (Figs• 4(c) ,  4 (h) ,  and 4(m)) .  Inside 0 
the flame zone (Figs• 4 (b) ,  4(g) ,  and 4 ( l ) ) ,  the pdf showed 
a single peak in a high-temperature range; thus, the rms value 
decreased. Further inside the innermost data point (Figs. 4 ( a ) ,  

4 ( f ) ,  and 4(k) )  where the intermittency began to increase, the 
mean temperature might be biased somewhat toward higher 
values than the time-average because the CARS measurement 
is based on nitrogen in hot combustion products. 

Case 1 Case 2 Case 3 

y = s mmll ~ .rfJ'JThTtn... mm 
'. : . : : . . . .  

(d) y=10.4mm I(i) y=8.2mm (n) y=lOAmm 

1000 2000 0 1000 2000 0 1000 2000 
t (K) 

1" 
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$ 

Fig. 4 Probability-density functions of temperature in the hydrogen 
flame (Cases 1-3) at five different radial locations at x = 25 mm 
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Mean and Turbulent Velocity Fields. In addition to the 
quantitative LDV measurements, the conditional sampling 
based on the origin of seed particles provided qualitative charac- 
teristics of the turbulent structure of swirling and nonswirling 
hydrogen jet diffusion flames. Figure 5 shows the radial profiles 
of the mean axial velocity component at selected heights in the 
near field. Only the data points conditioned on the jet and 
annulus fluids are presented in the figure. The radial location 
of the apparent flame zone determined by the temperature peak 
is also included in the figure. Near the jet exit (x = 1.5 ram; 
Fig. 5(c)) ,  the data points for jet and annulus fluids do not 
overlap, and the shear layers originating from the boundary 
layers on both sides of the tube walls were observed in a wake 
region. The flame base is anchored in the low-velocity region 
of the annulus fluid stream. It is notable (in Figs. 5(a)  and 
5(b))  that the flame zone resides in the annulus fluid where 
the mean axial velocity profile is nearly constant; thus, not in 
the shear layer. As the jet velocity was increased for the non- 
swirling flow (from Case 1 to Case 2), the jet fluid spread with 
a larger angle because of enhanced turbulent stirring, whereas 
the flame zone shifted inward as mentioned earlier (Fig. 2). 
Swirl lowered the mean axial velocity of both jet fluid and 
annulus fluid (cf. Cases 2 -4 ) .  

The impact of swirl appeared more evidently in the mean 
radial velocity profiles (Fig. 6); swirl induced the radial veloc- 
ity component of the annulus fluid even at the near-exit plane. 
At x = 1.5 mm (Fig. 6(c)) ,  the mean radial velocity of the 
annulus fluid was small ( < 1 m/s) for nonswirling flows (Cases 
1 and 2), whereas for swirling flows (Cases 3 and 4), it in- 
creased up to --2.5 m/s and ~5 m/s, respectively. Since the 
mean axial velocity of the annulus fluid was ~20 m/s for Cases 
3 and 4 (Fig. 5 (c)),  these values of radial velocity translate to 
the streamline off-axis angle of 7 and 14 deg, respectively. This 
peculiar behavior was not observed for cold air jets with swirl 
under the same jetting velocities (Takahashi et al., 1992). Since 
the effect of centrifugal forces on submicron-size tracer particles 
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v • 2 

ioo, ~¢,~,~T~,,,,~, o * 3 
~ ~O. , ,~ "~  ~ • 4 Flame Zone 

0 

' -t . ~  x = 2 5 m m  ( b )  

100 ,1 Case 

0 ¢ ~ -  ' 
0 5 10 15 

y (mrn) 

Fig. 5 Mean axial-velocity distribution across the hydrogen jet flame at 
three different heights 
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Fig. 6 Mean radial-velocity distribution across the hydrogen jet flame 
at three different heights 

is small, the deflection of the streamlines was likely to be in- 
duced by the pressure field, which was distorted by swirl in a 
combusting flow with the density several times smaller than 
that of air. Although the geometric swirling number (based on 
the annulus flow) for 0 = 45 deg was larger (0.78) than a 
critical value ( ~0.6 [Chigier and Beer, 1972 ] ) for the formation 
of recirculation, no recirculation zone was formed because of 
a large jet velocity. However, the outward deflection of the 
annulus fluid apparently induced the radial velocity of the jet 
fluid downstream (Figs. 6(a)  and 6(b))  to satisfy continuity 
of the fluid. Moreover, the differences in the mean velocities 
between jet fluid and annulus fluid at a same location were 
significant, particularly swirling flows. If conditional samplings 
were not made in the LDV measurement, the measured mean 
velocities would have been biased toward those of jet fluid, 
which had a higher axial velocity (and data rate), thus degrad- 
ing the accuracy of measurements and covering the structure 
of the turbulent flow field. 

Figure 7 shows the radial profiles of the mean tangential 
velocity component for swirling flows (Cases 3 and 4). The 
swirling motion, initially given only in the annulus fluid, spread 
into the jet fluid downstream. For 0 = 45 deg, the tangential 
momentum penetrated into the jet fluid even near the axis at x 
= 25 mm, whereas for 0 = 30 deg, it did not reach the near- 
axis location even at x = 50 mm. 

Figure 8 shows the radial profiles of (absolute) turbulence 
intensities of axial, radial, and tangential velocity components 
at x = 25 ram. The rms values of fluctuations (or the square 
root of second central moments) indicate the directional compo- 
nents of the absolute turbulence intensity (or twice turbulent 
kinetic energy [TKE]). For Case 1 (Rej = 2208), the turbu- 
lence intensities were relatively small (<5  m/s) and nearly 
constant except for the region where the jet and annulus fluids 
overlap (the turbulent stirring layer). By contrast, for Cases 2 -  
4 (Rej = 8830), all components of turbulence intensities 
showed a peak in the shear layer of the jet where the radial 
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gradient of mean axial velocity component was large, and the 
turbulence level of annulus fluid inside the flame zone increased 
rapidly in the turbulent stirring layer. The turbulence was aniso- 
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Fig. 8 Turbulence intensity distribution across the hydrogen jet flame 
atx  = 25 mm:  (a) axia l ,  (b) radial, and (c) tangential velocity components 

tropic (i.e., the ]'ms of the axial component was larger than 
those of radial and tangential components), typical of turbulent 
jets. As swirl became stronger (cf. Cases 2 - 4 ) ,  the turbulence 
intensities increased, particularly in the central region (y < 4 
ram), where the mean axial velocity component decreased while 
the mean radial and tangential velocity components increased. 
It is noticed that for Case 4, the flame zone was subjected to 
high-intensity turbulence at x = 25 mm; radial rms fluctuation 
reached ~4  m/s in the near flame region where the mean radial 
velocity was - 3  m/s. 

Figure 9 shows the pdf 's  (histograms) of axial, radial, and 
tangential velocity components for both jet fluid (top three 
rows) and annulus fluid (bottom row) for Case 3 at selected 
radial locations at x = 25 mm. Although these pdf 's  are selected 
samples, they represent typical characteristics of the mean and 
turbulent velocity fields in turbulent hydrogen jet diffusion 
flames shown as the mean velocity components (first central 
moments of the pdf 's)  in Figs. 5 -7  and the turbulent intensities 
(second central moments) in Fig. 8. The characteristics related 
to shape of the pdf 's  (skewness and kurtosis) will be discussed 
in the next section. 

Figure 10 shows the axial variations in the mean axial veloc- 
ity component and turbulence intensities. As the jet velocity 
was increased for the nonswirling flames (from Cases 1 to 2), 
the mean axial velocity decayed more rapidly, and the turbu- 
lence intensities peaked at a location closer to the jet exit as 
a result of enhanced turbulent stirring, promoting transverse 
diffusion of turbulence. As swirl became stronger (cf. Cases 
2 -4 ) ,  the velocity decay was accelerated further because of the 
faster spreading of the jet and enhanced turbulent mixing. The 
turbulence intensity peak shifted upstream further and became 
larger because of more intense turbulent stirring. Compared to 
nonreacting air jets studied previously (Takahashi et al., 1992), 
the axial velocity decayed more rapidly and turbulence intensity 
peak locations approached to the jet exit in current combusting 
flows (Cases 2 -4 ) .  

T u r b u l e n c e  S t r u c t u r e ,  The detailed structure of the turbu- 
lence field in hydrogen jet diffusion flames is presented next 
for selected locations and conditions. Figure 11 shows the radial 
profiles of the Reynolds shear stress and gradient of the mean 
axial velocity. The most significant component of Reynolds 
shear stress tensor (or a cross central moment), u '  v ' ,  indicates 
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the radial diffusion of axial momentum by turbulent transport. 
For all cases, the peak locations of the turbulence intensity of 
axial fluctuations (Fig. 8 (a ) )  approximately coincide with those 
of the Reynolds shear stress (Fig. 11 (a) )  and the velocity gradi- 
ent (Fig. 11 (b)) .  The result is consistent with a most significant 
production term of the conservation equation for TKE: shear 
stress multiplied by strain. Thus, the production of TKE is 
primarily in the shear layer in the developing region in the near 
field, similar to self-preserving air jets (Hinze, 1975; Wygnan- 
ski and Fiedler, 1969). The production of TKE decays down- 
stream as the shear stress and velocity gradient decrease (Taka- 
hashi et al., 1994a). For the low-velocity condition without 
swirl (Case 1 ), the peak values of the Reynolds shear stress 
are an order of magnitude smaller than that for the high-velocity 
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flame (Cases 2 - 4 )  and increased toward the outermost data 
point despite the vanished velocity gradient. This result might 
be caused by large-scale vortices that evolved near the boundary 
of the low-turbulence jet flame. The effect of swirl on the Reyn- 
olds shear stress is weak except for the central region ( <4  mm) 
for Case 4, where turbulence intensities increased. The other 
components of Reynolds shear stress tensor (not shown) are 
much smaller than u '  v ' .  

Third-order central moments (triple correlations) provide 
characteristics of the diffusion term of the TKE equation. Figure 
12 shows (a)  the axial, (b) radial, and (c) tangential transport 
of the three components of TKE for Case 3 at x = 25 mm. The 
axial diffusion of the axial and radial TKE components (u ~ ,  
v '2u ' )  and the radial diffusion of the axial and radial TKE 
components (u'2v ', and 0 '3) show a common trend: They are 
negative in the inner region (y < 4 mm) and positive in the 
outer region (y > 4 mm) with a zero value at y = 0 and 4 mm. 
The zero crossing point (y ~ 4 mm) approximately coincides 
with the location where the second-order moments peaked 
(Figs. 8 and 11 ), as mentioned earlier. Therefore, the change 
in sign indicates that TKE was produced in the shear layer near 
y ~ 4 mm and diffused both inward and outward. The radial 
gradients of these quantities appearing in the TKE balance equa- 
tion indicate a gain or loss of each term. In the axial direction, 
TKE was transported upstream in y < 4 mm and downstream 
in y > 4 mm. The other moments are relatively small except 
for w'  3, which had a peak at y ~ 5 mm. 

Figure 13 shows the skewness and kurtosis (i.e., the third 
and fourth central moments, respectively, normalized by vari- 
ance) of each velocity component for Case 3 at x = 25 mm. 
Skewness is a measure of asymmetry of the pdf, with positive 
values implying a more gradual tailing off toward the higher- 
velocity side than the lower-velocity side. Kurtosis is a measure 
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of the flatness of the pdf, with larger values corresponding to 
a top-hat shape rather than a gently curved hill. Both skewness 
and kurtosis for the Gaussian distribution are zero (kurtosis is 
defined here as the normalized forth moment minus three). The 
skewness for the axial velocity component (S,,) at x = 1.5 mm 
and y = 0 mm (not shown) was approximately -0 .4 ,  consistent 
with the value observed in fully developed turbulent pipe flows, 
implying upward TKE transport. Thus, the distributions of 
skewnesses and kurtoses in the developing region of jet flame 
are strongly affected by pipe-flow turbulence; they are different 
from self-preserving jets (Wygnanski and Fiedler, 1969). The 
variations in skewness and kurtosis are consistent with the shape 
of the pdf ' s  shown earlier (Fig. 9). The pdf ' s  of the axial 
velocity component at y = 0 and 4 mm (Figs. 9 (a )  and 9(b) ,  
respectively) show symmetric distributions (S,, ~ 0), while at 
y = 8 mm for both jet and annulus fluids (Figs. 9 (c) and 9 (d),  
respectively) the distribution was skewed toward the high-ve- 
locity side (S, ~ 1 ). Compared to the axial velocity component, 
the pdf ' s  of radial and tangential components (Figs. 9 ( e ) -  
9 (1)) are fairly symmetric, except for the radial component for 
annulus fluid ( Fig. 9 ( h ) ). Unlike self-preserving jets (Wygnan- 
ski and Fiedler, 1969), in which both skewness and kurtosis 
increased monotonously toward the edge of the jet, their varia- 
tions in the developing region of jet flames are more compli- 
cated due to the presence of the high-temperature region near 
the outermost data point for jet fluid. 

Conclusions 
Detailed nonintrusive measurements of the velocity and tem- 

perature fields with the statistical treatment of the data revealed 
some characteristics of the developing region of turbulent hy- 
drogen jet diffusion flames with or without swirl. Increasing 
the jet velocity shifts the apparent turbulent flame zone inward, 
makes the thermal layer thinner, and thus, strains the flame zone 
in the near field. On the other hand, swirl generally promotes 
turbulence and creates a positive radial velocity component even 
at the jet-exit plane (which, in turn, induces the radial velocity 
of the jet fluid), thereby shifting the flame zone outward and 
broadening the thermal layer. (The outward flow deflection was 
not observed in nonreacting air jets studied previously.) The 
peculiar result for the swirling flame is particularly important 
when applying the boundary conditions in computations; the 
upstream boundary may need to be taken well below the jet 
exit outside the pressure field variation due to swirl if the experi- 
mental results are not used as the boundary condition. 

The distributions of second and third-order velocity moments 
provide a physical insight into the generation and diffusion of 
TKE. TKE is generated in the shear layer, where velocity gradi- 
ent and Reynolds shear stress reach their peaks. TKE diffuses 
inward and outward from the shear layer and then downstream 
in the outer region and upstream in the inner region. Both skew- 
nesses and kurtoses of velocity components in the near field 
were largely affected by the pipe-flow turbulence. The presence 
of swirl in the flame promoted early jet spread and turbulent 
stirring, thus accelerating the decay of the mean axial velocity 
and shifting the turbulence intensity peaks upstream. Bimodal 
temperature pdf ' s  and, in turn, large rms values were observed 
on the air-side of the flame zone. The conditionally sampled 
velocity data and the nonintrusively measured temperature data 
presented in this paper can be used to validate advanced compu- 
tational models capable of predicting the high-order moments 
(triple correlations) for each fluid. 
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Observations of Spanwise 
Symmetry Breakingfor Unsteady 
Mixed Convection in Horizontal 
Ducts 
Three-dimensional mixed convection in a horizontal rectangular duct heated from 
below was studied numerically for a non-Boussinesq fluid. The duct was of  aspect 
ratio four, with cold side-wall boundary conditions. Results were obtained at a 
reduced temperature o f  2.33, Rayleigh number of  130, 700, and Reynolds numbers of  
5 and 20. Using the Re = 20 solution as initial conditions, the Re = 5 solution 
developed asymmetries about the duct centerline plane, with a streamwise periodic 
generation and dissolution of  the inner pair of  vortices. The consequence of these 
coherent vortical structures was a complex time-dependent distribution of  the Nusselt 
number on the lower wall, with implications in the area of  chemical vapor deposition. 
Specifically, when compared with the steady flow case occurring at Re = 20, an 
increased spatial uniformity of  the time-averaged Nusselt number along the lower 
duct surface resulted. 

Introduction 

The interaction of forced and buoyancy-driven convection 
in horizontal ducts plays an important role in  many areas of 
technological interest. Of particular concern in the present work 
is the role of unsteady mixed convection in horizontal chemical 
vapor deposition (CVD) reactors. CVD involves the deposition 
of molecules from a fluid phase onto a substrate, with the depo- 
sition rate being governed by the rate of diffusion from the fluid 
to the surface, and by chemical kinetics. CVD films range in 
thickness from a few nanometers to tens of microns, depending 
upon the specific application. Tolerances on the quality of the 
film vary with application, although tolerances for thin-film 
deposition on electronic and optical materials are very stringent. 
The quality of the deposition is driven, to a large degree, by 
the access of (dilute) film precursors to the substrate. Hence, 
for other than very-low-pressure reactors where operation is in 
the transition regime and multicomponent diffusion and reaction 
are the crucial elements, an understanding of the fluid flow 
within the reactor is essential (cf. Jensen et al., 1991). 

The primary parameters governing the flow in horizontal re- 
actors are the Reynolds (Re) and Rayleigh (Ra) (or Grashof 
(Gr))  numbers, and a reduced temperature defined as e = (Tin 

- To)/To, where To is a mean inlet temperature and Tj is 
the heated susceptor temperature. For CVD applications, these 
parameters usually fall within the ranges 1 <- Re -< 100, Gr < 
106, and e ~ 2 (cf. Jensen et al., 1991). 

The results from the stability analysis of the classical Ray- 
leigh-B6nard problem of a two-dimensional fluid between in- 
finite plates heated from below indicates that for Rayleigh num- 
bers above a critical value Racr = 1708, longitudinal convection 
(roll) cells develop (independent of the Reynolds number; cf. 
Gage and Reid, 1968). The imposition of sidewall boundaries 
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increases the value of Rac~ for adiabatic sidewalls. For cold 
sidewalls the critical Rayleigh number approaches zero (for 
further discussion, see Platten and Legros, 1984). The presence 
of sidewalls does not, however, alter the Reynolds number inde- 
pendence of the critical Rayleigh number (Chiu et al., 1987). 

For high values of the Rayleigh number and at low Reynolds 
numbers, transverse recirculation cells may occur. Ingle and 
Mountziaris (1994) have identified numerically limits below 
which transverse recirculations do not exist. Their numerically 
predicted limits were given as (Gr/Re)  < 100 over the range 
10 -3 < Re _< 4, and (Gr/Re 2) < 25 over the range 4 -~ Re < 
100. These recirculations are primarily stationary, but traveling 
wave instabilities have been observed experimentally (Lui jkx 
et al., 1981) and numerically for flows with relatively small 
temperature differences (cf. Evans and Greif, 1991, 1993) and 
also in the non-Boussinesq regime (Spall, 1996). 

Based upon the experimental results of several investigators, 
Busse (1978) indicated that transition to unsteady flow patterns 
may occur for Rayleigh numbers greater than about 5000. Un- 
steady flows in the form of a "snaking" motion in the low 
Reynolds number/high Rayleigh number regimes have been 

observed experimentally (Chiu and Rosenberger, 1987). Exper- 
imental observations of Nyce et al. (1992) revealed spatially 
and temporally oscillating flows at low Reynolds numbers in a 
horizontal rectangular channel heated from below. This (un- 
steady) flow regime has been investigated numerically by Evans 
and Greif ( 1991, 1993 ) for a low aspect ratio (W/H = 2) reactor 
at supercritical Rayleigh numbers with adiabatic side walls. 
Huang and Lin (1995) have also numerically investigated the 
unsteady flow characteristics of a horizontal rectangular insu- 
lated duct for values of 15 ~ (Gr/Re 2) ~ 90. They reported 
unsteady flows with a "merging and splitting" of the longitudi- 
nal roll cells, although the details of this process were difficult 
to discern. In the numerical and experimental works described 
above (with the exception of Spall (1996)) the primary empha- 
sis was on low temperature differences, and hence (essentially) 
constant property fluids. 

Both longitudinal and transverse roll cells may adversely 
affect the uniformity of the CVD deposition process (cf. Jensen 
et al., 1991; Moffat and Jensen, 1988; Ouazzani and Rosenber- 
ger, 1990). Thus, in the present work, the unsteady thermal 
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and fluid dynamics of horizontal CVD reactors (modeled as a 
rectangular duct) in the low Reynolds number/high Rayleigh 
number regime, and at high values of the reduced temperature 
(where variations in fluid properties cannot be neglected) is 
investigated numerically. 

Numerical Approach and Boundary Conditions 

By assuming the concentration of film precursors is low and 
film growth rates are small, the solution of the fluid and tempera- 
ture fields may be decoupled from the equations for mass trans- 
fer and chemical reaction. In addition, the thickness of the de- 
posited film is much less than the characteristic length scales 
of the flow, so that no effect of the growth on the fluid dynamics 
is incurred. The governing equations, then, are those of conser- 
vation of mass, momentum, and energy, along with appropriate 
boundary conditions. In the low Re/high Ra regime, parabolic 
and two-dimensional approximations are not valid, and thus the 
fully three-dimensional time-dependent form of the equations 
must be solved. The governing equations are well known (cf. 
Jensen et al., 1991 ); hence, for purposes of brevity they are not 
shown. 

For large temperature differences the Boussinesq approxima- 
tion, which specifies that the fluid density varies linearly with 
the temperature, is inappropriate. Hence, in the work presented 
herein the density of the carrier gas, which was taken as helium, 
was computed using the ideal gas law. The temperature depen- 
dence of viscosity was computed using Sutherland's law in the 
form # = AT3/2/(B + T) where the constants were given as A 
= 1.46 x 10-6N s m -2 K -~/2 and B = 80.1 K. The Prandtl 
number was assumed constant (Pr = 0.7) and thus the conduc- 
tivity was computed based upon the local viscosity and a con- 
stant specific heat (k = #Cp/Pr), where Cp = 5200 J / ( k g  K ) .  

The relevant dimensionless parameters are then the reduced 
temperature, the Rayleigh number, and the Reynolds number. 
The Rayleigh number is defined as Ra = pogeh3/#oOZo, where 
the characteristic length h was taken as the duct height, # is 
the dynamic viscosity, p is the density, and a is the thermal 
diffusivity. The Reynolds number is defined as Re = pouoh/#o 
where Uo represents a characteristic axial inlet velocity. (The 
reduced temperature, which arises due to the ideal gas law 
dependence of density on temperature, was defined in the Intro- 
duction.) All properties appearing within the dimensionless pa- 
rameters were evaluated at the duct inlet (denoted by subscript 
0). 

The computations were performed utilizing the pressure- 
based finite-volume code CFD-ACE (CFD Research Corpora- 
tion, Huntsville, AL). Convective terms were discretized using 
a second-order upwind interpolation scheme, while the viscous 
terms were represented by second-order central differences. The 
temporal discretization utilized an implicit Crank-Nicolson- 
type time differencing scheme with a blending factor of t h = 
0.6 to ensure numerical stability (~ = 0.5 results in Crank- 
Nicolson, th = 1.0 results in first-order implicit). Convergence 
within a time step was assumed when the sum of the normalized 
residuals for each conservation equation was reduced to 10 -6 , 

which required approximately 40 iterations. Pressure-velocity 
coupling was implemented using the SIMPLEC algorithm. A 
general discussion of pressure-based incompressible flow algo- 
rithms is provided in Patankar (1982). 

The geometry considered was that of a three-dimensional 
rectangular channel of length, height, and width 1.0, 0.05, and 
0.2 m, respectively. The geometry was discretized using 100 
points in the streamwise (x) direction, 30 points in the vertical 
(y) direction, and 46 points in the spanwise (z) direction. For 
0 s ~ t -< 38 s, the gravity vector was oriented in the negative 
y direction. At t = 38 s, and over a time span of 1 s, the gravity 
vector was rotated 2 deg about the x axis. The purpose of this 
rotation was to introduce a small perturbation into the flow field. 
For t > 39 s, the vector was again oriented in the negative y 

(a) 

(b) 
Fig. 1 (a) Contours of constant total vorticity on an x - z  plane at y = 
0,05; 42,25 s after initiation of perturbation; (b) contours of constant 
Nusselt number on the duct lower surface 

direction. (The effects of the perturbation on the flow field are 
discussed in the results section.) Cold (300 K) side and upper 
wall boundary conditions were employed. (Cold wall conditions 
may be employed in CVD applications to minimize side wall 
deposition.) Zero gradient conditions were enforced at the outlet 
boundary. A uniform inlet axial (u0) velocity profile was speci- 
fied, the inlet fluid temperature was specified as 300 K, and the 
reference pressure was chosen as atmospheric. The lower duct 
wall temperatures were chosen as 300 K over 0.0 m -< x -~ 0.2 
m and 1000 K over 0.2 m < x -< 1.0 m. The heated lower 
surface was initiated at x = 0.2 m in order to ensure that the 
initial transverse roll cell did not appear too close to, and hence 
interfere with, the inlet boundary. Calculations were made for 
Reynolds numbers of 5 and 20. A numerical time step of 0.1 s 
was used. Evaluations of the adequacy of the numerical time 
step and grid spacing were performed, and will be described 
later. 

Results and Discussion 
The flow field for the case Re = 20, e = 2.33 and Ra = 130, 

700 (or Gr/Re 2 = 467) was computed to provide the initial 
conditions for the lower Reynolds number calculation. The 
dominant features at Re = 20 included a leading transverse roll 
cell, and four steady counterrotating longitudinal vortices, with 
a clear symmetry about the duct centefline. Since the duct walls 
were cooled, the rotation of the outer vortices was such that the 
fluid rotates downward at the wall. The inner two vortices then 
rotate in a direction opposite to that of their outer neighbors. 
In CVD and other technological applications, one is interested in 
the heat transfer from the substrate, toward which these vortical 
structures exert considerable influence. For instance, along the 
duct centefline, relatively cold fluid is transported downward, 
greatly increasing the local Nusselt numbers (and deposition 
rates) along the midplane of the lower wall. The effect of grid 
resolution on the initial conditions was investigated through a 
comparison between Nusselt numbers at nine points along the 
lower surface computed using the aforementioned 100 x 30 x 
46 grid, and a 100 X 20 x 30 grid. Results revealed differences 
of less than 2 percent. 

Results for which the buoyancy effects take on increased 
importance are the primary concern of this paper. Toward that 
end, the dynamics of the flow at Re = 5 (or Gr/Re 2 = 7469) 
were investigated. To help clarify the structure of this lower 
Reynolds number flow, contours of constant vorticity magnitude 
(on an x - z  plane at y = 0.025 m) are shown in Fig. 1 (a) at 
time level t = 80.25 s. Note that this flow is highly unsteady 
and that this time level is subsequent to the introduction of the 
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perturbation into the flow field at t = 38 s (as discussed in the 
previous section). For t < 38 s, the flow field is unsteady 
(containing streamwise traveling waves) but appears symmetric 
about the duct centerline. The effect of the perturbation then is 
to introduce self-sustaining spanwise asymmetries into the flow 
field. These asymmetries are clearly observed in Fig. 1 (a) for 
x > 0.3 m. The inner two vortices "meander" in the spanwise 
direction as a function of time and spatial location. At x ~ 0.6 
m, the inner vortices terminate, either upon themselves, or by 
merging with one of the outer longitudinal vortices (as shown 
in the figure). The outer vortex pair then immediately induces 
the formation of a new inner pair, which subsequently forms a 
ring vortex and is convected downstream. (The formation of 
the new inner vortex pair is difficult to discern from contours 
at a single time level. However, the author has constructed a 
time-accurate videotape of the flow, which provides insight not 
available from the contour plot. A copy of the tape may be 
borrowed from the author.) The ring vortex may then merge 
with one of the outer vortices, or convect out the end of the 
computational domain. The formation and termination of the 
inner vortex pair appears to be a stream-wise periodic process, 
related to the stability of the longitudinal vortices in the low 
Re/high Ra regime. We also note that the instability affects the 
leading transverse roll cell, via a temporal variation in its 
strength (not apparent from the figure). 

As expected, the vortical motions have a dramatic effect on 
the local Nusselt number distribution along the lower wall, 
contours of which are plotted in Fig. 1 (b). (Here, the Nusselt 
number is defined as Nu = - (T,y), where temperature has been 
made dimensionless with respect to (T~ - To), and lengths with 
respect to the duct height h.) A comparison between Figs. 1 (a) 
and 1 (b) clearly reveals the effect of the longitudinal and ring 
vortices on the heat transfer rates. Rates are high along the outer 
regions of the lower wall, due to the presence of the stable outer 
longitudinal vortices and associated downward transport of rela- 
tively cold fluid. The streamwise dissolution and generation of 
the inner vortex pair causes considerable variation in the heat 
transfer rates over the inner regions of the lower surface. The 
highest heat transfer rates over the inner portion of the duct 
occur beneath the centers of the ring vortices where fluid is 
convected downward. In regions in which the inner vortex pair 
is weak or absent, local Nusselt numbers are relatively low. 
The effect of these asymmetries on mean heat transfer rates is 
of interest in CVD applications, and is addressed next. 

The heat transfer to the lower surface is strongly affected by 
the presence of the longitudinal and ring vortices. Under steady 
conditions, the longitudinal vortices affect strong spanwise vari- 
ations in chemical vapor deposition rates (which are propor- 
tional to the heat transfer rates, cf. Jensen et al., 1991). How- 
ever, at very low Reynolds numbers, which are desirable from 
the point of view of increased film precursor residence time, 
the flow may be unsteady. Under these conditions, the temporal 
development of the Nusselt number along the lower surface, as 
revealed in a time series plotted in Figs. 2 ( a - c )  (at nine se- 
lected points), is of interest. The results at t = 0 s indicate the 
value of the local Nusselt numbers for the steady Re = 20 case. 
As the solution evolves in time, the influence of the developing 
streamwise traveling waves becomes apparent. A power spectral 
analysis reveals the fundamental frequency of these traveling 
waves (for t < 38 s) to be approximately 0.19 cycles/s. Along 
the duct centerline, at streamwise points x = 0.675 m and 0.91 
m, a first harmonic of this frequency is also observed. Subse- 
quent to the perturbation of the flow field, the spanwise symme- 
try is broken. The resulting sharp peaks in the local Nusselt 
number shown in Figs. 2 ( a - c )  are coincident with the passage 
of longitudinal and ring vortex structures. Most importantly, the 
figures suggest that, with the onset of the asymmetric motion, 
mean Nusselt numbers along the duct centerline abruptly de- 
crease while mean Nusselt numbers at the outer locations in- 
crease. 
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This trend is quantified in Figs. 3 (a-b) in which mean values 
of local Nusselt numbers are plotted (following the transition 
to the spanwise asymmetric flow, and averaged over a suffi- 
ciently long time period of 60 s). In addition, the figure provides 
an indication of the sensitivity of these calculations to the nu- 
merical time step and grid resolution. Toward that end, in addi- 
tion to the "baseline" 100 X 30 X 46 grid calculations with 
2xt = 0.1 s (denoted as case 1 ), results employing a decreased 
time step At = 0.05 s (on the 100 X 30 x 46 grid; case 2), 
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Fig. 3 M e a n  Nusse l t  n u m b e r  a t  s e l e c t e d  points  a long lower  surface;  
c a s e  1 : 1 0 0  x 30  × 46  grid, A t  = 0.1 s; c a s e  2: s a m e  as  c a s e  1, e x c e p t  
f i rs t -order  upwinding;  c a s e  3: s a m e  as c a s e  1, e x c e p t  A t  = 0 .05  s; c a s e  
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decreased grid resolution (100 × 20 × 30) (with At = 0.1 s; 
case 3), and first-order upwinding (100 × 30 × 46 grid, At = 
0.1 s; case 4) are included in the figures. In terms of the baseline 
calculations, the results reveal that at the streamwise locations 
x = 0.675 m and x = 0.91 m, and with respect to the steady 
Re = 20 solution, mean values along the centerline have de- 
creased by approximately 40 percent, while the mean values at 
the outer locations have increased by approximately 25 percent. 
The net result is that spanwise variations of the Nusselt number 
have been considerably reduced. Qualitatively similar results, 
although not nearly so distinct, occur at x = 0.44 m (where the 
spanwise asymmetries are less pronounced). 

The figure also reveals that the numerical time step of 0.1 s 
is sufficient; halving the time step reveals no significant change 
in the mean Nusselt numbers. The effect of spatial resolution 
is less clear with the largest differences occurring when the first- 
order upwinding is applied. There is no doubt that additional 
refinement of the grid would be desirable. However, the calcula- 
tions are CPU intensive--on the order of 30 h of Cray C94 
time was required to advanced the baseline case to 100 s - - and  
thus computational costs prohibited further refinement of the 
grid. However, the purpose of the study was not to provide 
precise quantitative values for mean surface heat transfer rates, 
but to describe qualitatively the spatial smoothing of the heat 
transfer due to the behavior of the inner vortex pair. In that 

sense, spanwise asymmetries, which are key in the smoothing 
of the mean heat transfer rates, were not significantly diminished 
under time step and/or grid refinement. 

Concluding Remarks 
Numerical results indicating time-dependent flows in rectan- 

gular geometries heated from below (although with adiabatic 
side walls) have also been presented in Chiu et al. (1987) and 
Evans and Greif (1993). However, in those works the results 
were for c0nstant-property fluids, and the time dependence was 
found to ensue at values of Gr/Re 2 below 100. (We note that 
one case in Evans and Greif was computed for variable proper- 
ties; however, at the relatively low value Gr/Re 2 = 12, the 
resulting flow was steady.) Additionally, in the works of Chiu 
et al. (1987), and Evans and Greif ( 1993 ), there was no indica- 
tion of spanwise symmetry breaking. 

The observed symmetry breaking, reminiscent of the experi- 
mentally observed "snaking" motion described in Chiu and 
Rosenberger (1987), results in a considerable increase in the 
spatial uniformity of the mean Nusselt number along the lower 
surface (when compared with the higher Re steady flow). This 
uniformity may be expected to result in a more uniform deposi- 
tion rate for CVD reactors, where time scales are much longer 
than the period of oscillation of the local Nusselt number as 
observed in this study. 
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Experimental .Investigation on 
Pulsating Hor=zontal Heating of a 
Water-Filled Enclosure 
Experimental results of the natural convection generated by the time periodic hori- 
zontal heating of a square cross-section enclosure filled with water are reported. A 
pulsating (on~off) heat flux is delivered to the heating wall of the enclosure, with 
the opposite wall cooled by a high thermal capacitance system. All other surfaces 
are insulated. Heating periods from 32 to 1600 seconds' and cycle-averaged heat- 
flux based Rayleigh numbers from 2.5 × 108 to 1.0 × 109 are considered. Results 
presented in terms of time series, phase-plane portraits, and cyclic evolution of 
surface-averaged cooling and heating wall temperatures illustrate the main charac- 
teristics of the evolution to periodic regime. Also presented are the cycle-averaged 
heat transfer coefficient versus heating period, and the corresponding average Nusselt 
number versus Rayleigh number for various heating frequencies. These results, which 
support published theoretical and numerical analysis, indicate that by tuning the 
heating period properly, the heat transfer across an enclosure can be enhanced. The 
results also reveal that short heating periods hinder the convection within the enclo- 
sure, in general (e.g., for Ra = 7.5 × 108 and a period of 32 s the heat transfer 
coefficient is 13 percent smaller than the steady heating value). The sensitivity of 
the transport phenomenon to pulsating heat is shown to depend strongly on Ra. 
Finally, a correlation for estimating the maximum heat transfer coefficient, derived 
from the experimental results, is presented. 

Introduction 
Natural convection is an important phenomenon with multi- 

ple practical applications, such as cooling of electronic equip- 
ment, crystal growth, energy storage, mixing, and casting. The 
periodic reviews of the subject offered by Catton (1978), 
Hoogendoorn (1986), Yang (1987), and Ostrach (1988) show 
the diversity of problems related to natural convection. New 
theories, numerical simulations, and experimental studies are 
often combined to explain different aspects of natural convec- 
tion, e.g., flow intensity, temperature distribution, heat transfer, 
bifurcation, and the influence of geometry, boundary conditions, 
and fluid properties. 

Most studies of natural convection within rectangular enclo- 
sures have considered steady processes. Some have considered 
the unsteady transition from a conduction regime to a steady 
convection regime. For instance, Patterson and Armfield (1990) 
presented a thorough experimental, theoretical, and numerical 
study of transient natural convection initiated by instantaneously 
heating and cooling the walls of a square cross section cavity 
filled with water. A similar experimental study was reported 
more recently by Jeevaraj and Patterson (1992). In their work, 
an enclosure containing a glycerol-water mixture was heated 
and cooled at opposing walls. The transient response of the 
local temperatures allowed the identification of various natural 
convection regimes depending on the Rayleigh and Prandtl 
numbers. 

Poujol et al. (1993) presented a numerical study of the transi- 
tion to steady-state natural convection within a square cavity 
heated uniformly (and steadily) from one side and cooled iso- 
thermally fi-om the opposite side. The heat flux based Rayleigh 
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number and the fluid Prandtl number were equal to 3.9 × 109 

and 224, respectively. This same configuration was studied nu- 
merically by Lee and Lin (1993) with water filling a tall cavity 
(aspect ratio equal to six). They showed that the heat capacity 
of the heating wall has a significant effect on the transport 
phenomena. Janssen et al. (1993) numerically investigated the 
transition to time-periodicity of the natural convection in a 
three-dimensional enclosure filled with air and steadily heated 
from the sides. 

A feature that might promote or hinder the natural convection 
within an enclosure is to change in time the thermal boundary 
condition imposed to the system. An example would be the 
periodic boundary condition that occurs, for instance, in solar- 
based heating of water reservoirs and residences, on -o f f  opera- 
tion of electronics, thermally cycled polymerase chain reaction, 
etc. This feature might trigger the mechanisms responsible for 
increasing the heat transfer or prevent the same mechanisms 
from occurring. The increase or decrease in heat transfer can 
be accessed better by comparing it to the heat transferred by 
the same system operating at steady state with the same total 
energy input. 

Natural convection within enclosures induced by time-peri- 
odic thermal boundary conditions has been investigated in some 
detail during the last five years. The vast majority of these 
investigations are numerical and theoretical. The lack of experi- 
mental studies has been stressed in a review paper presented 
recently by Fusegi and Hyun (1994). 

The influence of sinusoidal wall temperature on the flow 
inside a rectangular enclosure of aspect ratio three was studied 
numerically by Yang et al. (1989). They found, for Pr = 7 
(water) and fixed frequency of 5 0 o d L  2, that the heat transfer 
amplitude was insensitive to the temperature fluctuation up to 
a temperature-based Rayleigh number of 5 × 104. From that 
point on, the heat transfer amplitude increases monotonously 
until a Rayleigh number of 106 is reached. The heat transfer 
amplitude is estimated to increase by about 15 percent within 
the Rayleigh number range investigated. 
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Kazmierczak and Chinoda (1992) simulated the natural con- 
vection induced in a square cavity by varying the hot wall 
temperature in time. The temperature-based Rayleigh number 
was fixed at 1.4 × 105 and the Prandtl number at 7. Temperature 
amplitude varied from 20 to 80 percent of the temperature dif- 
ference between the cycle-averaged hot wall temperature and 
the cold wall (steady) temperature. Pulsation frequency varied 
from 50c~/H 2 to 500c~/H 2. Their results indicated that the cycle- 
averaged heat transfer across the enclosure is insensitive to 
the wall temperature period and amplitude of oscillation, only 
changing by approximately 4 percent. 

The theoretical and numerical works of Lage and Bejan 
(1993) and Antohe and Lage (1994) focused on the influence 
of periodic horizontal heating on the natural convection within 
a square enclosure. Recently, Antohe and Lage (1996) investi- 
gated the amplitude effect on the convective transport within a 
fluid-filled enclosure and a fully saturated porous enclosure un- 
der periodic horizontal heating. Also relevant is the work by 
Xia et al. (1995) on the natural convection flow stability under 
wall temperature oscillations. 

Obviously, the instantaneous thermal response depends on 
the frequency and amplitude of the boundary condition (oscil- 
lating temperature or heat flux). Less obvious are the frequency 
and amplitude effects, if any, on the cycle-averaged heat transfer 
coefficient. 

The main motivation of our effort is to provide experimental 
evidence of a system's response to periodic thermal (heat flux) 
boundary conditions. We examine the frequency effect of hori- 
zontally heating a water-filled enclosure with square cross sec- 
tion. A periodic heat flux is delivered to one wall of the enclo- 
sure. The opposite wall is cooled by a high thermal capacitance 
system designed to reduce the temporal and spatial (three di- 
mensional) effects by minimizing the cooling wall temperature 
variation. The cycle-averaged heat flux varies from 355 to 1420 
W/m 2 (equivalent heat flux based Rayleigh number from 2.5 
X 108 to 1.0 X 109) and the heating period from 32 s to 1600 
s (equivalent nondimensional period from 9.2 × 10 -4 to 4.6 
× 10-2). The corresponding cycle-averaged temperature-based 
Rayleigh number range, from 4.76 X 107 to 1.19 × 108, goes 
beyond the ranges considered by Yang et al. (1989) and by 
Kazmierczak and Chinoda (1992). 

Experimental Setup 
Figure 1 outlines the experimental apparatus designed to esti- 

mate the influence of periodic heating on the heat transfer pro- 
cess within a 305-mm-deep, 70-ram-high, and 70-mm-wide 
fluid filled enclosure. The experimental test section is the square 
cross section at middepth of the enclosure. Notice that the depth 
is over four times the height of the enclosure minimizing end- 
side effects as the maximum boundary layer thickness is esti- 

constant temperature 
environmental control unit Voltage control circuit 

therrnocot 
wires 

Fig. 1 Experimental setup and data acquisition system 

mated to be 1.4 mm (see Eq. (69) of Bejan (1984), p. 132). 
We note that Lee and Kim (1994) used a rectangular enclosure 
with a 4:1 depth to height aspect ratio also to minimize end 
side effects when studying the heat-up of a contained fluid. 

The enclosure is built of 25.4-mm-thick Plexiglas surfaces, 
except for the heating and cooling walls, which are made of 
1.5-mm-thick aluminum plates, and sealed with silicon rubber. 
All Plexiglas surfaces are insulated with 50-mm-thick styro- 
foam. 

A uniform heat flux, dissipated by a flexible heating pad with 
peak power of 9 kW/m 2 at 120 V, is delivered to the enclosure 
through the heating wall. The back side of the electric heater 
is insulated with 20 sheets of 1.5-mm-thick Teflon insulation 
pressed against the heating pad (Fig. 1 ). The surface-averaged 
heating wall temperature is monitored with five thermocouples 
placed along the height of the enclosure. Care is taken to obtain 
a realistic hot wall temperature with minimum disruption of the 

N o m e n c l a t u r e  

B = bias limit 
g = acceleration of gravity, m/s 2 
h = instantaneous heat transfer coeffi- 

cient = q" /AT,  W/m2K 
= cycle-averaged heat transfer 

coefficient = q" /AT,  W/m2K 
H = enclosure height, m 
k = thermal conductivity, W/InK 
L = enclosure width, m 

Nu = Nusselt number = q " L / ( k A T )  
P = precision 

Pr = Prandtl number = u/o~ 
= electric power, W 

q" = heat flux, W/m 2 

R = electric resistance, ohm 
Ra = heat flux__ based Rayleigh number 

/ /  4 = g/3q H / (uka)  
Rar = temperature based__Rayleigh num- 

ber = (H/L)g/3ATH3/(uol)  
S = surface area, m 2 
t = time, s 

T = surface-averaged temperature, K 
V = voltage, V 
U = uncertainty 
o~ = thermal diffusivity, m2/s 
/3 = isobaric coefficient of volumetric 

thermal expansion, 1/K 
= difference 

u = kinematic viscosity, m2/s 

w = dimensionless period of heat pulsa- 
tion = f~a/H z 

f~ = period of heat pulsation, s 

Subscripts 
h = high (on) heating interval 
1 = low (off) heating interval 

rep = representative 
s = steady (constant) heat flux regime 
T = temperature based 
0 = initial 

Superscripts 
( - ) =cycle-averaged 
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thermal contact between the electric heater and the aluminum 
wall. To this end, the thermocouple wires are passed through 
small holes drilled through the Teflon sheets and the electric 
heating pad. A good thermal contact between the heating pad 
and the aluminum wall is guaranteed by the slight compression 
applied to the Teflon sheets during the experiments. 

The effectiveness of the heating wall insulation arrangement 
is checked by calculating the heat loss through the back of the 
Teflon sheets with the heating pad dissipating 75 W continu- 
ously and 0.32 kg/s of water at 17.5°C flowing through the heat 
exchanger attached to the cooling wall. This is an extreme case 
because the maximum power used in the experiments is only 
60 W. Moreover, this maximum power was never dissipated 
continuously during the experiments but intermittently, with the 
maximum cycle-averaged power smaller than 30 W. 

A conservative estimate of the heat loss is obtained by assum- 
ing the thermal conductivity of the assembled Teflon sheets to 
be equal to that of a solid Teflon piece (kTono. = 0.23 W/mK, 
from Bejan, 1993, p. 629) of same thickness (35 mm). In reality 
the effective thermal conductivity of the assembly would be 
smaller than that of a solid Teflon piece due to the thermal 
contact resistance between the successive sheets. After measur- 
ing the average temperature of the heating wall and of the 
furthermost Teflon sheet, the estimated heat loss was calculated 
to be less than 6 percent of the total energy dissipated by the 
electric pad. This result is confirmed indirectly by reducing the 
coolant flow rate through the cooling wall, and comparing the 
energy transported by the coolant with the energy dissipated by 
the heating pad. 

It is worth mentioning that a guard-heater, as used by Kaz- 
mierczak and Muley (1994), is an option to reduce the heat 
loss. However, a complex and costly control mechanism would 
be necessary to adjust the guard-heater power over time to 
mimic the variation of the heat flowing through the insulation. 

An environmental control unit (HX-75 NESLAB), capable 
of maintaining a constant coolant temperature between zero 
and 65°C within 0. I°C, extracts heat from the cooling wall by 
circulating water through a heat exchanger, built specially for 
this experiment. The water coming from the constant-tempera- 
ture bath (Fig. 1 ) to the heat exchanger is distributed to two 
inlet plena and collected at two outlet plena. Each pair of inlet 
and outlet plena is linked by eight 6.4 mm diameter copper 
tubes, forming a counter current heat exchanger. Design details 
are presented in Fig. 2. 

To guarantee superior thermal contact between the copper 
tubes of the heat exchanger and the cooling aluminum wall, a 
high-conductivity alloy (70Sn 18Pb 12In, ka0oy = 46 W/mK, 
melting point equal to 162°C) is molded over the tubes. The 
final contact surface is machined flat. Difficulties in molding 
the alloy, mainly because of the low adherence of the molten 
metal to the copper tube surfaces, were overcome by removing 

f iat contact--k ~ A 

~ 4  1 SECTION 
A-A 1 L..-~ A ~ -~- 9.0 

355.0 

plena "--~k copper tubing .__ k l l  110'0 

O u t l e t S / I T  Outlet 

Inlet 
Fig. 2 Cooling system design 

the exterior copper oxide layer with an appropriate flux, and by 
preheating the mold and tubes before pouring the molten alloy. 

The surface-averaged cooling wall temperature is monitored 
with five thermocouples distributed along its height. A thin layer 
of high conductivity thermal paste (OMEGATHERM 201) is 
used between the molded metal contact surface and the alumi- 
num wall surface to provide the space necessary for the thermo- 
couple wires passing between the two fiat surfaces. Extra ther- 
mocouples, distributed along the depth of the surface, are used 
to verify the temperature uniformity of the cooling wall. In the 
worst case, a heating flux of 60 W and a heating period of 1600 
s, the temperature variation along the depth of the enclosure is 
less than 10 percent (2°C). 

The water flow rate through the heat exchanger is measured 
with a calibrated rotameter and maintained at 0.32 kg/s. This 
flow rate leads to a uniform cooling temperature in the heat 
exchanger since the maximum recorded inlet-outlet tempera- 
ture difference is less than i°C. The rear of the cooling wall heat 
exchanger is insulated with approximately 50 mm of expanding 
insulating foam (Foam Plus TM, kFoam = 0.032 W/mK).  

A special electronic circuit was designed to control the volt- 
age signal fed to the heating pad. The main circuitry is sketched 
in Fig. 3 (a) .  The control system, depicted in Fig. 3 (b) ,  is built 
with three relays, three resistance potentiometers, and a recycle 
timer. All relay switches are drawn in the nonactive position. 

The control system is sufficiently flexible to deliver a constant 
or a pulsating voltage signal with independent high and low 
amplitudes to the heating pad (see Fig. 3 (c)) .  In the constant 
voltage regime, the switch S is closed and the electric current 
flows through the rheostat VR1 that controls the constant 
(steady) voltage level V~. In the pulsating regime, the switch S 
is open and the main circuit is closed alternatively through 
rheostats VR2 and VR3 following the timer command. In this 
case, the voltage delivered to the heating pad switches from a 
high voltage Vh to a low voltage V/, respectively. Note that all 
the voltages Vs, Vt, and Vh, can be set independently from zero 
to 120 V. 

High heating (f~h) and low heating (f~z) periods are also set 
independently by adjusting the on and off intervals of the timer, 
from one to 1023 seconds. The voltage applied to the electric 
pad is continuously monitored by a digital voltmeter. Small 
fluctuations (less than 0.5 V) are observed during the experi- 
ments due to electric load variation. We assume that the heat 
flux across the heating aluminum wall (into the enclosed fluid) 
mimics the time evolution of the electric power dissipated by 
the heating pad due to Joule effect, Q = V2/R. Therefore, the 
instantaneous heating wall heat flux, in W/m 2, is 

q" : -~ (1) 
S 

where S is the heating wall surface area in square meters. Equa- 
tion ( 1 ) neglects the thermal capacitance of the heating wall, a 
reasonable assumption because the time constant of the alumi- 
num wall is of the order of 0.01 s (wall thickness of 1.5 × 
10 -3 m, and thermal diffusivity of 8.5 x 10 -5 m2/s), that is, 
three orders of magnitude smaller than the shortest heating inter- 
val (16 s) investigated here. 

Teflon insulated type-K thermocouple wire (40 AWG, 380 
#m diameter), with an operational temperature range from 0°C 
to 1000°C, is used to measure the surface temperatures. The 
response time of this thermocouple is 0.04 s for 63.2 percent 
response to a temperature increase from 37°C to 93°C in still 
water. Electronic modules (GWI-5B47K-05, 0.05 percent accu- 
rate) amplify and transmit the low voltage output signal from 
each thermocouple to the computer data acquisition board (Fig. 
1). These amplifiers linearize the output voltage, provide a 
cold junction compensation, and reduce noise by continuous 
transformer isolation. 
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Fig. 3 Voltage control circuits and output voltage 

A data acquisition hardware, consisting of a MacADIOS II/ 
16 A/D nubus board manufactured by GW Instruments in- 
stalled on a Macintosh Ilci computer, provides a high-speed, 
real-time interface capable of acquiring and converting data at 
15 #s per channel operating at 16 bit resolution. The data acqui- 
sition process is controlled by setting the sampling rate (from 
0.25 s to 1.0 s) and the number of points to be collected• 

Procedure 
Each experiment starts by filling up the enclosure with pre- 

viously boiled distilled water. The environmental control system 
is turned on and set at the cooling temperature of To = 17.5°C. 
This temperature is maintained constant for all experiments. 
After the water inside the enclosure achieves thermal equilib- 
rium with the cooling wall, the electric circuit is activated in 
the steady heating regime with an average heat flux obtained 
by setting the voltage to the heating pad at V, 

v~ = v~ .2v.__._~+ (2) 
2 

The heater is kept on until the system reaches a steady state 
(when the temporal variations of the heating wall and the cool- 
ing wall temperatures are less than 0.5°C within two hours). 
At this point, the pulsating regime between pre-established high 
and low voltages (Vi and Vh) is started. The experimental results 
reported here are obtained with zero low voltage, Vt = 0, in an 
on/off heating configuration. Therefore, the steady heat flux 
q.~' is half of the high heat flux q~. 

The heating and nonheating intervals are equal, f2h = f21 = 
f~/2, during each experiment. After an initial transient, a peri- 
odic convection regime is observed to set in for all cases. The 
initial transient is relatively short, taking from 5 to 15 cycles 
depending on the heat flux and heating period, as illustrated in 
Fig. 4 (top). In it, a time series of the surface-averaged heating 
and cooling wall temperatures for a heating period of 320 s and 
an average heat flux of 1420 W/m 2 is presented. The corre- 
sponding phase-plane portrait of the surface-averaged heating 
and cooling wall temperatures, shown in Fig. 4 (bottom), indi- 
cates the periodic regime• 

Uncertainty Analysis 
A cycle-averaged global heat transfer coefficient across the 

enclosure is defined as 

q" q~' 
h = =  = -~ - -  (3) 

AT AT 

where AT and q'--; are the surface-averaged hot and cold wall 
temperature difference and the heat flux crossing the heating 
wall, respectively, bot__h averaged during one cycle. Notice that 
in the present study q" equals the steady heat flux qT. 

In order to estimate the uncertainty of the computed heat 
transfer coefficient, an analysis is performed following the gen- 
eral guidelines provided by Kim et al. (1993). Accounting for 
the bias B and the precision P limits of the measured variables, 
the uncertainty of the average heat transfer coefficient is calcu- 
lated as 

U~ = [P~ + B~] 1/2 (4) 
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Fig, 4 Time series of hot and cold wall temperatures: evolution to peri- 
odic regime, q;' = 1420 W/m 2 (Ra = 1,0 × 109); top: temperatures at 
midcycle for ~ = 320 s; bottom: phase portrait for ~ = 1600 s 
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Applying the error propagation equation (Kline and McClin- 
tock, 1953) to Eq. (3),  the bias and precision limits of the heat 
transfer coefficient are, respectively: 

\q , , ]  \ ~ ]  \ ~ ]  - 2 (5) 

-= \ q , , j  \ ~ ]  + \ ~ /  (6) 

T h  6 0  

[°C] 50- 

4 0 -  

3 0 -  

2 0 -  

Because all the thermocouples are calibrated by the manufac- 
turer, using the same equipment and procedure, the bias limits 
for hot and cold temperatures cancel out in Eq. (5).  

The bias of the cycle__:averaged heat flux can be derived 90 
from Eq. ( 1 ), written as q" = V ~/(2RS), using the error propa- Th 
gation equation. The bias of the surface and resistance measure- [ °C] 70 i 
merits as well as the bias of the averaging time (equal to one 
period) are negligible in comparison with the voltage measure- 50 
ment bias obtained from calibrating the multimeter, equal to 
0.5 percent for AC voltage. Therefore, 30 

B~ Bvh lO 
- 2 ( 7 )  

Vh 

The precision limit of the cycle-averaged heat flux is deter- 
mined by the heat lost to the ambient. This really represents a 
precision limit, because in the computation of this heat transfer 
coefficient, the energy dissipated by the heating pad is used 
instead of the heat delivered to the enclosure. As mentioned 
before, a conser__yative upper bound estimate for the heat flux 
precision, P~/q", is 6 percent. 

Several runs with the same steady heat flux q~ were per- 
formed, and the results used to estimate the precision limit of 
the cycle-averaged cold and hot wall temperatures. A final for- 
mula for computing the uncertainty of the heat transfer coeffi- 
cient is obtained as: 

U~ 

__ = -~-]  \ q"J \ ~ )  \ ~ )  J 

A summary of the values used to calculate the uncertainty 
of h is presented in Table 1. A representative hot/cold wall 
temperature difference is considered for each average heat flux 
q". Also included is the corresponding heat flux based Rayleigh 
number (all properties at the reference temperature of 23°C). 
As can be seen, the h uncertainty decreases as q" increases, 
which corresponds to an increase in ATrop. It is worth men- 
tioning that the predominant source of experimental uncertainty 
is the precision of the heat flux value, conservatively estimated 
to be 6 percent. 

Table 1 
at different cycle-averaged heat fluxes 

Representative uncertainty values of heat transfer coefficients 

R a  BV,,/Vh P~/~ P~ P~ A - ~ r e p  

[%] [%] [%] [°C] [%] 

2 . 5 x 1 0 8  0 . 5  6 0 . 4  0 . 2  8 

5 . 0 x l 0 8  0 . 5  6 0 . 5  0 . 2  1 2  

7 . 5 x 1 0 8  0 . 5  6 0 . 7  0 . 3  18  

1 . 0 × 1 0 9  0 . 5  6 0 . 8  0 . 4  2 0  

q" 

[W/m2] 

355 

710 

1065 

1420 

conduction p r o f i l e  [ f2 = 32 S 

I 

II 
. , , , , ~ . , , ~ , , , , , , ~ , , , ~ , ,  , 10  

16 32  4 8  6 4  
t Is] 

30  
Tc 

20  [ ° C ]  

J ~  / Q = 1600 s 
~ c o n d u c t i o n  p r o f i l e  ' - -  - 

I 
, o ~  2 0  

II 
, , ~ . . . . .  ~ , , , ~ , , , , , , , ~ , . , ~ , 10 

8 0 0  1 6 0 0  2 4 0 0  1200 
t Is] 

30 
Tc 

[°C] 

Fig. 5 Time evolution of  ho t  and co ld  wa l l  t empera tu res :  ( I )  qJ' = 1420 
W/m 2 (Ra = 1,0 x 109); (11) qJ' = 355 W/m 2 (Ra = 2.5 × 10 s) 

Resul t s  and Discuss ion  

The cycle-averaged global heat transfer coefficient, defined 
in Eq. (3),  is computed from the instantaneous hot and cold 
wall temperatures. These temperatures were recorded using at 
least 128 points per cycle after the steady periodic regime is 
achieved. 

Typical time evolutions of hot and cold surface temperatures 
are presented in Fig. 5, where, for convenience, the te_mperatures 

(8) corresponding to the smallest (curves II: for q" = 355 
W/m 2, Ra = 2.5 x 108) and largest (curves I: for q,--7 = 1420 
W/m 2, Ra = 1.0 × 109) heat fluxes are plotted in the same 
graph. The heating period is 32 s (Fig. 5, top) and 1600 s (Fig. 
5, bottom). 

For the configuration shown in the top graph, the temperature 
of the hot wall Th increases smooth__ly during the heating interval. 
The hot wall temperature when q" = 1420 W/m 2 (Ra = 1.0 × 
109) is approximately 50 percent higher than the temperature 
when q" = 355 W/m 2 (Ra = 2.5 x 108), and the temperature 
amplitudes are around 5°C and 2°C, respectively. The cold wall 
temperature variation is within the uncertainty of the tempera- 
ture measurement. 

Figure 5 (bottom), corresponding to f~ = 1600 s, shows 
similar characteristics. A distinct feature is the higher cold wall 
temperature amplitude, around 2°C for the largest heat flux 
case. Also, the hot w__.all temperature amplitudes are increased 

Ug/~ to aroun_d_25°C for q" = 1420 W/m 2 (Ra = 1.0 × 1 0  9 )  and 
8°C for q" = 355 W/m 2 (Ra = 2.5 × 108). 

[%] We included in both graphs the hot wall temperature evolu- 
tion during a high heating interval obtained from the solution 

8.3 given by Carslaw and Jaeger (1959), for an infinitely long solid 
7.6 wall with constant heat flux and constant temperature boundary 

conditions. These pure conduction results are obtained numeri- 
7.4 cally by setting the isothermal wall at a temperature equal to 

the cooling wall temperature value of our experiment, and using 
7.6 the temperature profile of constant heating at cycle-averaged 
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Fig. 6 Time evolution of instantaneous heat transfer coefficient and hot 
wal l  heat flux: (I) q;' = 1420 W/m = (Ra = 1.0 x 10°); (11) q;' = 355 W/m = 
IRa = 2.5 x 100 ) 

evolution of h during the high heating interval is essentially the 
same as the inverse of the hot wall temperature because the 
variation in time of the cold wall temperature is negligible 
compared to the variation of the hot wall temperature, and be- 
cause the heat flux is constant. For long heating periods, Fig. 
6 (bottom) h evolves asymptotically toward a steady value (cor- 
responding to heating with high heat flux--values presented in 
Figs. 7 and 8) following a sharp decrease at the beginning of 
the high heating interval. It is worth mentioning that h is zero 
during the low heating interval by definition ( q " i s  zero). 

Using Eq. (3) and the temperature difference AT, the cycle- 
averaged heat transfer coefficient, h, is computed and presented 
in Figs. 7 and 8 as function of the pulsation period, ~. Reference 
error bars display the uncertainties of the experimental results 
(summarized in Table 1 ). Two configurations are chosen for 
comp_~son, namely: (1) steady heating with the average heat 
flux, q", and (2) steady heating with the high heat flux used in 
the pulsating experiment, q~. The dashed lines in Figs. 7 and 
8 indicate the corresponding heat transfer coefficients obtained 
experimentally with these configurations. Configuration (1) is 
important because it uses the same energy input of the pulsating 
case for heating the enclosure. Configuration (2) provides an 
important upper bound reference of steady heating. 

A general feature of all the graphs is the increase of h with 
the pulsation period. This is not obvious in the top graph of 
Fig. 7 (q" = 355 W/m 2, Ra = 2.5 x 108). In this case, all of 
the points are in the uncertainty band due to the small tempera- 
ture differences, AT. Although the results for q" = 710 W/m 2 
(Ra = 5.0 X l0 s) are still within the estimated uncertainty 
band, the increasing tendency can be clearly observed. Cases 
of higher cycle-averaged heat flux, depicted in Fig. 8, show an 
increase in t__he heat transfer coefficient beyond the uncertainty 
band. For q" = 1420 W/m 2 and f~ = 426 s for instance, the 
maximum h is approximately 20 percent higher than the heat 

heat flux as the initial temperature distribution of the wall. The 
temperature distribution at the end of the high heating interval 
is used as the initial condition for the computation during the 
low heating interval. Calculations proceed until a steady peri- 
odic regime is reached. The solution for high heat flux (case I) is 
scaled down (for comparison) to the experimental temperature 
value at the beginning of the heating interval. 

Notice that the experimental hot wall temperature evolution 
of case I and fZ = 1600 s (Fig. 5, bottom) presents two distinct 
phases. An initial short phase shows the same time rate of 
increase as the pure conduction profile. The following phase 
indicates a much slower rate of increase as compared to the 
conduction profile (at the same time). This behavior indicates 
the predominance of convection, enhancing the heat transfer 
across the enclosure and lowering the hot wall temperature. The 
flattening of the hot wall temperature evolution indicates the 
asymptotic tendency of the system toward a steady state. A 
shorter transient regime is noticed when decreasing the heat 
flux (note how the hot temperature curve II, in the bottom 
graph, gets to steady regime faster than curve I). 

Figure 5 (top), for period ~ = 32 s, indicates that the experi- 
mental temperature evolution is similar (in shape) to the con- 
duction profile. In this case, a convection-dominated phase is 
not achieved because the shorter heating interval does not pro- 
vide enough time for a strong convection regime to occur. 

Figure 6 presents the instantaneous heat transfer coefficient 
defined as 

q t !  

h = - -  (9) AT 
where AT is the instantaneous temperature difference between 
heating and cooling walls and q" is the instantaneous heat flux 
crossing the heating wall, for the same heating configurations 
of Fig. 5. Note, for short periods (Fig. 6, top), that the time 
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Fig. 7 Cycle-averaged heat transfer coefficient as a function of pulsa- 
t ion period for small (top) and intermediate (bottom) heat fluxes 
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Fig. 8 Cycle-averaged heat transfer coefficient as a function of pulsa- 
tion period for intermediate (top) and large (bottom) heat fluxes 

transfer coefficient obtained when heating the enclosure steadily 
with q". This agrees qualitatively with the findings of Yang et 
al. (1974) that an increase in the pulsation period leads to an 
increase of about 15 to 20 percent in the cycle-averaged heat 
transfer coefficient when heating a vertical plate with oscillato~ 
surface temperature (Rayleigh number from 7 x 105 to 7 X 
108). 

Notice also that the period range investigated by Kazmierczak 
and Chinoda (1992), from 70 to 700 seconds, is within the 
range presented in Figs. 7 and 8. The fact that in their analysis 
the cycle-averaged heat transfer coefficient seems insensitive to 
the pulsating thermal condition might be associated with the 
relatively low Rayleigh number they investigated, equal to 1.4 
× 105, compared to the equivalent temperature based Rayleigh 
number range studied here, from 4.76 × 107 to 1.19 X 108, 
and the different boundary condition (temperature instead of 
heat flux). 

It is worth noting the position of the thin dashed l__ines relative 
to the pulsating heat results (black circles). For q" = 355 W/ 
m 2 (Ra = 2.5 × 108), in Fig. 7, the line is above all the 
experimental results, indicating that for this particular configu- 
ration pulsating heat hinders the heat transfer across the enclo- 
sure. In fact, all the graphs of Figs. 7 and 8 indicate that at short 
pulsation periods, the cycle-averaged heat transfer coefficient is 
smaller than the one obtained by heating thKenclosure steadily 
with the corresponding average heat flux, q". 

We offer the following explanation for this apparent anomaly. 
As the high heating interval is shortened, the fluid acceleration 
(negative buoyancy effect) along the heating wall is reduced 
because the adjacent fluid has less time to have its temperature 
increased. Therefore, a fluid pack adjacent to the heating wall 
travels a shorter distance. Now, consider a situation in which this 
heated fluid pack reaches the top section of the enclosure at the 
end of the high heating interval, where its movement is c o n -  

strained by slower fluid ahead and by the top surface of the 
enclosure. During the following low (off) heating interval, this 
heated fluid pack continues to move by inertia, sinking toward 
the center of the enclosure and bringing with it its internal energy. 
The fluid pack, now stable at the center of the enclosure, has to 
transfer its energy to the cooling wall by diffusion (increased 
thermal resistance), deteriorating the global heat transfer process 
across the enclosure. Consequently, the temperature difference 
between the heating and the cooling walls increases, thus reduc- 
ing the heat transfer coeffici_ent (Eq. (3)) compared with the 
value obtained with steady q" heating. We note in passing that 
this explanation is qualitatively supported by the numerical visu- 
alization of streamlines and isotherms presented by Antohe and 
Lage (1994). 

For the same q" value, the increase in heat pulsation period 
should cause an enhancement of the heat transfer process be- 
cause the longer heating interval allows the fluid pack to reach 
the cold wall, improving the heat transfer mechanism. One 
would expect the cycle-averaged heat transfer coefficient to at 
least approach that of steady heating (thin dashed lines in Figs. 
7 and 8). However, the generation of intermittent flow eddies 
that sweep across the center of the enclosure (as shown numeri- 
cally by Antohe and Lage, 1996) supports the expectation of 
higher cycle-averaged heat transfer coefficient, clearly detected 
in the bottom graph of Fig. 8. These flow eddies provide a 
better heat transport inside the enclosure. Evidently, further 
increase in pulsation period should lead to a decrease in heat 
transfer coefficient towar__d the value obtained by heating the 
enclosure steadily with q", as in Fig. 8 (bottom), because the 
unsteady flow (eddies) decays rapidly within each heating inter- 
val. Therefore, the majority of the heating interval becomes 
dominated by a flow resembling the steady flow (this conclusion 
is supported by the long heating period results of Fig. 6, bot- 
tom). 

Notice that the equivalent cycle-averaged temperature based 
Rayleigh number, Rat, obtained here as (notice that H / L  = 1 ) 

Ra 
Rat = - -  ( 11 ) 

Nu 

ranges from 4.76 X 107 to 1.19 × 108. Therefore, the largest 
Rayleigh number is of the same order of magnitude as that in 
the experiments performed by Patterson and Armfield (1990), 
3.26 × 108. Their results showed an oscillatory approach to 
steady-state regime under steady heating and cooling. The heat 
transfer oscillation presents an initial cycle of 87 seconds. 
Therefore, at the high Ra limit, our system may be prone to 
natural instability that would justify the heat transfer coefficient 
increase for periods of the order of 100 s (Fig. 8, bottom). 

The matching between the natural frequency of the system 
and the forcing frequency of the pulsating heat increases the 
cycle-averaged heat transfer coefficient. Lage and Bejan ( 1993 ) 
presented a theory for estimating the natural frequency of our 
system under pulsating horizontal heating. Antohe and Lage 
(1996) offered a refined method for estimating this frequency. 
They showed that the heat transfer enhancement is proportional 
to Ra and that the natural frequency is inversely proportional 
to Ra, predictions that agree well with the experimental results 
of Figs. 7 and 8. The well-defined heat transfer enhancement 
for the period 200-400 s, shown in Fig. 8 (Ra = 1.0 × 109), 
compares well with the predicted resonance period of 90 s. 

In Fig. 9 the dimensionless cycle-averaged global heat trans- 
fer coefficient, Nu, is presented versus the heat flux based Ray- 
leigh number for several nondimensional pulsating periods, de- 
fined as co = f ~ a / H  2. The nondimensional pulsation periods 
show that the dimensional period is much smaller than the 
characteristic diffusion time. 

For low Rayleigh numbers (Ra < 5 × 10 s) the pulsation 
period has a negligible effect on Nu. For Ra > 5 x 10 ~, Nu 
becomes highly dependent on co. The variation from the mean 
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Fig. 9 Cycle-averaged Nusselt number as a function of Rayleigh number 
and pulsation period 

Nu value is about _+14 percent for Ra = 7.5 × 10 ~ and about 
_+16 percent for Ra = 109. For a fixed pulsation period, the Nu 
variation is not uniform as Ra increases. For instance, from Ra 
= 7.5 × 108 to 109, Nu varies by 38 percent if the pulsation 
period is equal to 1.08 × 10 -2 (f~ = 376 s), and by just 17 
percent if co = 3.7 × 10 -2 (f~ = 1280 s). This is a consequence 
of combining buoyancy (represented by Ra) and pulsation (rep- 
resented by co) effects. 

From the experimental results, the maximum Nusselt number 
at each Rayleigh number can be approximated by 

Nu = 5.16 × 10 -3 Ra °'36 (12) 

with a maximum error of _+5.6 percent. Note that the Rayleigh 
number exponent is greater than the exponent for the isother- 
mal-isothermal and the isoflux-isoflux configurations, i.e., 
about 0.22 (Bejan, 1993, pp. 369-371).  This result suggests a 
stronger buoyancy influence on the convection heat transfer 
under optimum pulsating heating. 

Conclusions 
Our experimental results indicate that pulsating heat can en- 

hance or hinder the heat transfer across a water-filled enclosure, 
depending on the pulsation frequency, when compared to heat- 
ing the same enclosure steadily with the cycle-averaged heat 
flux. For short pulsation periods the heat transfer across the 
enclosure is hindered, decreasing the average global heat trans- 
fer coefficient by as much as 13 percent in the case of Ra = 
7.5 × 108 and ~ = 32 s. Generally, the heat transfer coefficient 
increases with the pulsation period. For Ra -> 7.5 × l0 s the 
coefficient increases beyond the steady heating value and then 
decreases asymptotically toward it. We observed a heat transfer 
enhancement of 20 percent for Ra = 1.0 × 109 and f~ = 426 
s. This increase seems to occur when the frequency of pulsating 
heat approaches the natural frequency of the flow inside the 

enclosure, a quantity that can be estimated theoretically, induc- 
ing a form of thermal resonance. 

For low Rayleigh numbers (Ra < 5 × 108), the results 
indicate a negligible pulsation period effect on Nu. For Ra > 
5 × 108, Nu becomes highly dependent on cv. An equation 
obtained by interpolating the experimental results estimates the 
maximum cycle-averaged global heat transfer coefficient within 
the pulsation period and Ra ranges considered here. 
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Comparison of Several Heat 
Transfer Enhancement 
Technologies for Gas 
Heat Exchangers 
A comparative study about the performance of several enhanced heat transfer technol- 
ogies for gas heat exchangers is presented. A Reynolds number range from 100 to 
50,000 is considered for plate heat exchangers and the tube side of shell-and-tube 
heat exchangers. A volumetric performance measure has been adopted to evaluate 
the comparative performance of widely different technologies. The performance pa- 
rameter, based on the heat transfer rate per unit pumping power, is suitable for 
different geometries, Reynolds" numbers, and fluid properties. Modern technologies 
can achieve significant heat transfer enhancement, but comparison reveals that recent 
advances offer only marginal improvements that are often associated with more 
complex technology. Care must be exercised in choosing a technology because the 
best performing one is not necessarily the preferred choice since construction, retrofit, 
and maintenance costs may significantly alter the economic viability. However, there 
is an intrinsic interest in the comparative performance of very different technologies. 
Our performance evaluation indicates an upper limit may exist for single-mode con- 
vective heat transfer enhancement and compound enhancement may exceed this limit. 

Introduction 
Rapid growth of heat exchanger research and development 

for gas-fired applications has resulted in a large array of alterna- 
tive heat exchanger technologies (Webb, 1994). A recent exten- 
sive review of previous publications about heat exchanger tech- 
nologies for gas-fired applications (Bergles et al., 1991 ) pre- 
sented a classification with the following "highly applicable" 
and "possibly applicable" categories: rough surfaces; extended 
surfaces; displaced enhancement devices; swirl-flow devices; 
jet impingement; compound enhancement; additives for gases; 
fluid vibration; and electric fields. Many technologies have been 
developed and reported. However, performing a detailed com- 
parison is hard because technologies are often developed under 
widely varying conditions and geometries. 

Here we compare several newly developed heat transfer en- 
hancement technologies and several well-known, and practi- 
cally important, enhancement technologies for gas-to-gas, 
gas-to-solid, and gas-to-liquid heat exchangers in gas-fired ap- 
plications. The enhancement technologies cover low-Reynolds- 
number flows (nominally laminar) to high-Reynolds-number 
flows (turbulent). A low Reynolds number is typical of compact 
heat exchangers such as plate exchangers, and a high Reynolds 
number usually occurs on the tube side in shell-and-tube ex- 
changers. 

This division of enhancement technology by Reynolds num- 
ber is a useful means of separating different enhancement strate- 
gies. Typical enhancement methods for low Reynolds numbers 
seek to reduce the critical Reynolds number that separates lami- 
nar flow from transitional flow. In the technologies investigated 
here this is done by deliberately driving secondary motions 
(finned tubes, wire coil inserts) or by stimulating the growth 
of unstable waves (grooved or wavy channels). It is well known 
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that such methods can produce significant heat transfer enhance- 
ment, but there is also an increased pressure drop penalty 
(Bergles et al., 1991). 

Enhancement for high-Reynolds-number flows becomes pro- 
gressively more difficult with increasing Reynolds number be- 
cause turbulent eddies become more vigorous, giving high tur, 
bulent diffusivity and more isotropic heat transfer. In fact, at 
sufficiently high Reynolds numbers, the enhanced heat transfer 
may be comparable with that of a smooth tube. The new technol- 
ogies reviewed here for high-Reynolds-number flows seek to 
take advantage of mechanisms that either enhance the turbu- 
lence transport using buoyancy (tangential flow injection), or 
use particulate matter suspended in the gas flow to provide 
higher heat transfer rates (fluidized bed enhancement). The 
twisted-tape, wire coil insert and finned tube technologies are 
also included for comparative purposes. 

An alternative classification is to divide the enhancement 
techniques into "passive" and "active." A passive technique 
endeavors to enhance heat transfer without additional power, 
whereas active enhancement makes use of an external source 
of power. The technologies considered in this work, tangential 
flow injection, grooved or wavy channel, twisted-tape, wire coil, 
finned tube, and fiuidized bed enhancement, may be viewed as 
passive. 

During this work we developed computer programs that use 
published correlations to evaluate performance criteria. These 
computer programs could be used in a parametric analysis of 
each technology, similar to that of Webb and Scott (1980) for 
finned tubes. However, we choose to present a comparative 
performance evaluation in which we have selected the reported 
best performance arrangement for each technology as described 
below. 

Next the technologies and their relation to the classes identi- 
fied by Bergles et al. ( 1991 ) are described. As a base reference, 
the heat transfer in a smooth tube is included. Several perfor- 
mance evaluation criteria are then reviewed. The selection of a 
performance parameter and its use for a comparative study is 
explained. This is followed by a comparative study based on 
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performance plots of the technologies considered. The paper 
closes with conclusions and some recommendations for others 
seeking to compare enhanced heat transfer technologies. 

Background 
A recent assessment by Andrews and Fletcher (1994) exam- 

ined a wide variety of advanced heat transfer technologies suit- 
able for gas-fired applications. A list of the technologies consid- 
ered in the assessment with the Bergles et al. (1991) classifica- 
tion and a recent reference are shown in Table 1. A more 
extensive set of references for the new technologies may be 
found in Andrews and Fletcher (1994). As Bergles suggests, 
the classification scheme is not clear cut and some technologies 
such as finned and enhanced plates could be classified as "dis- 
placed enhancement" or "rough surface." 

Table 2 summarizes the scope of various experimental studies 
for the new technologies (Table 1, items 1-3) .  Some of these 
studies are continuing, which may improve the performance of 
the technologies considered here. Table 2 shows the experimen- 
tal studies were conducted with air over a wide range of Reyn- 
olds numbers, tube or hydraulic diameters, and temperatures. 
This extensive range of parameters is from independently per- 
formed research projects. Consequently, the variety of condi- 
tions and fluids complicates our efforts to compare these wide 
ranging technologies. However, they are typical of what a heat 
exchanger engineer might encounter when trying to select an 
optimum technology. Each technology in Table 1 is briefly 
reviewed. 

Tangential Flow Injection. A series of reports, papers, and 
a recent patent invention disclosure (Tung et al., 1989; Dhir et 
al., 1990; Dhir and Chang, 1992; Son and Dhir, 1993) describe 
this technology. The purpose of this technology is to enhance 
heat transfer on the tube side in shell-and-tube heat exchangers. 
The idea is to introduce a tangential flow and thereby induce a 
swirling fluid motion down the tube. The swirling motion cre- 
ates a pressure gradient that drives hot fluid (from a heated 
outer wall) into the center of the tube and thus establishes an 
enhanced mixing process. Furthermore, movement of cold fluid 
outward to the hot outer tube carries with it momentum that 
accelerates the tangential velocity, thus thinning the boundary 
layer and further enhancing heat transfer. These mechanisms 
were first speculatively described by Razgaitis and Holman 
(1976). 

The specific tangential injection technology investigated here 
involves the attachment of an end-cap to the inflow of the tube. 
The cap integrates an injector that tangentially injects fluid into 
the tube. Fluid enters the tube through the tangential injectors 
so that no fluid enters the tube along its axis. Many alternative 
designs were investigated and evaluated. However, we have 
selected the best performing design of a six-hole injector cap 
for this assessment. 

Fluidized Beds. This technology takes a radically different 
approach to enhancing heat transfer in tubes. The method in- 
volves using a two-phase flow of gas (air or combustion prod- 

ucts) and particulate matter in a vertical tube. Fluidizing the 
bed of particles can generate various flow regimes. The particles 
can be used to enhance tube-side heat transfer by several mecha- 
nisms: the presence of particles causes the gas flow to be more 
turbulent and irregular; the suspended particles transport heat 
from the gas to the heat transfer surface or other colder particles; 
and, by thermal radiation of gas and particles at high tempera- 
tures. So compound (conduction, convection, and radiation) 
heat transfer enhancement is used. However, it is likely that 
this fluidized bed technology will find a wider application for 
shell-side heat transfer where the technology will be easier to 
implement and offer significant opportunities for the reduction 
of fouling; however, problems with removal and injection of 
particles need to be carefully considered. 

The work by Tuzla and Chert (1993, 1994) concentrated 
on the fast fluidization regime, or "circulating fluidized bed" 
(CFB), or "entrained particulate flow" (EPF). The EPF re- 
gime is particularly attractive for enhanced heat transfer because 
it exhibits cross-sectional temperature uniformity and enhanced 
heat transfer coefficients, while allowing a higher gas 
throughput and a lower pressure drop. Fast fluidization is char- 
acterized by strands or clusters of particles descending the outer 
wall while other particles are conveyed upward in dilute flow 
in the core of the vessel. 

For this assessment the best operating conditions (highest h) 
were selected, which were at high operating temperatures and 
low particle velocities. 

Finned and Enhanced Plates. Classical convective heat 
transfer enhancement involves modifying the heat exchanger 
geometry by adding fins to extend the surface, or louvers to 
interrupt thermal boundary layers. In the work by Wirtz et al. 
(1990), attention was focused on passive techniques that excite 
hydrodynamic instabilities to promote heat transfer to or from 
surfaces. The work has significant application to compact heat 
exchanger applications. The gas side passage Reynolds numbers 
are relatively low, about 2000 or less, due to small hydraulic 
diameters and low face velocities. This gives laminar or transi- 
tional flows. The methods investigated aim to promote transi- 
tional flows by introducing surface geometry induced distur- 
bances. The penalty is an increased pressure drop and therefore 
unwanted increases in pumping power. 

Two types of enhancement technology were investigated: a 
grooved surface (saw-tooth) that lowered the critical Reynolds 
number; and a wavy (serpentine) wall geometry to induce sec- 
ondary flows. The grooved surface comprises transverse (to 
flow) grooves that produce early transition (super critical Reyn- 
olds number) to unstable free shear layers, with traveling waves 
that augment heat transfer. In the serpentine technology the 
channel walls are made wavy. This waviness introduces stream- 
line curvature that produces swirling Goertler vortices. These 
swirling vortices transport fluid normal to the heat transfer sur- 
face, thus augmenting convection. Care was taken in the re- 
search to avoid flow separation (which would significantly in- 
crease pumping power). We chose the serpentine channel for 

N o m e n c l a t u r e  

A = area over which heat transfer takes 
place, m 2 

cp = specific heat capacity, J/kg K 
D = hydraulic diameter, m 
d l =  tube inside diameter, m 
fo = Moody friction factor 
H = axial distance for a 180 deg twist, 

m 
h = heat transfer coefficient, W/m 2 K 
j = Colburn j factor = Nuo pr2/3/(ReD 

Pr) 

k = thermal conductivity, W/m K 
L = tube length, m 

Nuo = Nusselt number = hD/k 
P = pumping power, W 

Pr = Prandtl number 
Ap = pressure drop over length L, Ap 

= Ldp/dx = LfDpU2/(2D), N/m 2 
ReD = Reynolds number = pUD/# 

t = tape thickness, m 
U = mean velocity of fluid, m/s 

V = heat exchange volume, m 3 
a = nondimensional scaling factor for 

pumping power 
/3 = nondimensional scaling factor for 

heat transfer rate 
r /=  friction factor enhancement factor 

(= 1 for a smooth tube) 
/z = fluid viscosity, Ns/m 2 

= heat transfer coefficient enhance- 
ment factor (= 1 for a smooth tube) 
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Table 1 Technologies considered for comparison 

Technl~h~gy Classification Recent  reference 

Tangential  fh~w injection Swirl  flow device (Bargles Son and Dhi r  (1993) 
classifies it as a jet 
impingement  technique, but 
the jets  are tangential to 
impart swirl). 

Fluidized bed Compound  enhancement  Tuzla  and Chen  (1993)  
enhancement  (convective, particulate, and 

radiation heat transfer) 
3 Finned and enhanced Displaced enhancement 

plates (serpentine and wavy 
channels displace the f low 
causing enhancement) 

4 Smooth  tube Reference technology 

Wirtz  et al. (1990) 

Incropera and DeWit t  
(1990) 

5 Cont inuous  twisted-tape Swirl  f low device Man~lik and Ber r ies  (1992) 
6 Wire coi l inser ts  Rough surface Sethumadhavan and R a t  

(1983) 
7 Internally finned tubes Extended surface Carnavos  (1980) 

the present comparison because Wirtz et al. (1990) suggests 
that it has a superior performance to the grooved channel. 

Twisted-Tape Inserts, According to Manglik and Ber- 
gles (1992),  twisted-tape inserts have been used for almost 
a century, have extensive applications, and are a relatively 
simple retrofit technology. Manglik and Bergles (1992) and 
Webb (1994) give further details and additional references 
about the technology. Twisted-tape heat transfer enhance- 
ment may be attributed to: a reduction in the hydraulic diam- 
eter causing increased heat transfer coefficients; the tape 
twist imparting a swirl component, thus increasing the flow 
velocity and curvature, which in turn increases the shear 
stress at the wall and drives secondary motions; and heat 
transfer from the tape through thermal contact. Thorsen and 
Lundis (1968) showed that centrifugal acceleration, acting 
like gravity, causes destabilizing radial buoyancy forces 
when the tube fluid is being heated. The resulting enhanced 
mixing process is the same one that occurs in tangential 
injection, and moves higher density (colder)  fluid from the 
tube core toward the hot tube wall. When the tube fluid is 
being cooled, the buoyancy forces are stabilizing and act 
to maintain radial thermal stratification. Such stabilizing 
phenomena are well known in the ocean thermocline, and 
Snider and Andrews (1994) studied the destabilizing phe- 
nomena as Ray le igh -Tay lo r  mixing. 

In the present comparison continuous twisted tapes have been 
considered and laminar flow data have not been used because 
the complex flows and corresponding performance variations 
make comparisons difficult. However, various correlations have 
been developed for turbulent flow, and we used the most recent 
by Manglik and Bergles (1992). Their correlation is valid for 
a constant wall temperature, ReD > 10,000, and for liquids 
and gases, and is appropriate for comparison with the other 
technologies considered here. The present comparison uses ref- 
erence tube conditions described in the next section. For the 
twisted tape, the twist ratio, H/di, and tape thickness ratio, t/ 
d~, were chosen as 2.5 and 0.05, respectively, since these values 
represent the more severe twist ratio and tape thickness used in 
practical applications. 

Wire Cell Inserts. This technology is in the class of rough 
surfaces and involves fitting a tube with a tightly fitted helical- 
wire-coil of fixed helix angle and wire diameter. Our primary 
reference for wire coil inserts is Sethumadhavan and Rao 
(1983), and they report correlations of a Nusselt number and 
friction factor for a Prandtl number range 5.2 ~-- Pr --~ 32. We 
agree with Webb (1994) and expect that the correlations should 
be valid for air (Pr = 0.7). Sethumadhavan and Rao also pro- 
vided a performance evaluation based on maximizing heat trans- 
fer rate, minimizing pumping power, and minimizing exchanger 
size. The present work concentrates on maximizing heat transfer 

and minimizing pumping power for the same exchanger size. 
Therefore, the performance results of Sethumadhavan and Rat  
are appropriate so we have used a helix angle of 60 deg and a 
wire to tube diameter ratio of 0.08 in our performance compari- 
son. 

Internally Finned Tubes. This technology augments tube 
side heat transfer by placing fins around the periphery of the 
tube inner surface, in which pitch, elevation, and thickness 
can vary (Carnavos, 1980). Empirical correlations for heat 
transfer and pressure drop have been reported by Carnavos 
(1980) and a parametric analysis by Webb and Scott (1980).  
As with wire coil inserts, the fins disrupt the tube wall bound- 
ary layer, causing secondary fluid motions and higher heat 
transport to or from the walls. Furthermore, the fins can be 
angled so they wind in a helix down the tube to impart a 
swirl component to the flow with effects similar to those that 
occur for twisted tapes. 

For our comparison we considered the performance analy- 
sis of Webb and Scott (1980),  and have taken the fin height 
as 10 percent of the tube diameter, with a helix angle of 
30 deg, and a pitch of 16 fins equally spaced around the 
circumference of the tube. As Webb and Scott show, an 
optimal design for this technology depends on the evalua- 
tion criteria. Our choice is motivated by Webb and Scott 's  
results for increased heat duty for equal pumping power and 
total length of heat exchanger tubing, specifically their 
Figs. 5 - 7 .  

Performance  Parameters  

Selecting Appropriate Evaluation Criteria. Our primary 
goal is to compare heat exchanger technologies, but on what 
basis should the comparison be made? Webb (1994) suggests 
that alternative comparative choices might include: heat transfer 
enhancement versus pumping power; size reduction for fixed 
heat duty and pumping power; absolute heat transfer based on 
maximum Nusselt number; or improved thermodynamic effi- 
ciency by reduced LMTD for fixed heat duty and surface area. 
However, practical considerations may dictate the ultimate 
choice. For example, an increased pumping power at the same 
duty may be used if there are size constraints or specialized 
operating conditions. Other considerations might include capital 
costs, maintenance and installation costs, and life expectancy 
of the equipment. 

Table 2 Summary of test conditions for technologies considered 

Technology Configuration Primary Re Flow Tempera Pr 
application Range type and ture 

workin i fluids Range 
Tangential Flow l). Single tube Sbell-and-Tube l) 10,000 - 1) Turbulent 500 C 0.7 

Injection staged injection. Heat Exchangers; 30,000 (air) 
tube-side only 

Primary reference: 2) Mum-tube. 2) 5426 & 8800 2) Turbulent 
Son and Dhir (air) 

(1993), 
3) Stuglc-tube 3) i0,130 - 3) Turbulent 

[ multi.injectors i 52,850 (air) 

4) Single tube low 4) 1060 4) Laminar 
Re I " (air) 

5) Annulus. 5) 10,130 - 5) Turbulent 
t8,200 ~r/ 

Flutdized Bed I) Single tube - Shell-and-Tube 1) 17,370 - 1) Turbulent l) 50 ° C 0,7 
Enh~cemear room temperature. Heat Exchangers; 69,470 (air) 

tube-aide only 
Primary reference: 2)Stugletubehigb 2) 1300-8457 2)Laminar/ 2)200- 07  

Tuzla and Chen temperature. (using Turbulent 600 ° C 
(1993) properties of air (combustion 

at 500°C) cases) 
Finned and I) Wavy channai. Plate Heat 1)400-10,000 Laminar, Re< 0.7 

Enhanced Plates Exchangers 10~) (air) 

Primary reference: Laminar, Re < 
Wirtz et ai. (1990) 2) Grooved 2)300-5,000 10~0 (air). 0.7 

channel. 
Laminar, Re < 

3) Intermittent 3) 300 - 5,000 1000 (air) 0.7 
grooved. 
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The present analysis is restricted to performance issues, and 
following Soland et al. (1977), the following two parameters 
are considered: 

P 
- -  = pumping power per unit volume. 
V 

Ah 
- -  = heat transfer rate per unit volume 
V per unit temperature difference. (1) 

The objective of using these two parameters is to seek tech- 
nologies that provide a high Ah/V for a low P/V. Soland et al. 
(1977) took these parameters from previous work by Smith 
(1966), and compared the plate-fin heat exchanger surfaces 
of Kays and London (1964). Fortunately, Kays and London 
collected data for the same fluid at the same temperature levels. 
As a result, the fluid properties were constant and permitted 
Soland et al. to rewrite the parameters of Eq. (1) into the 
following forms: 

P _ rhAp _ 1 #3 fo Re~ cc fo Re~ (2) 
V pV 2 p2 D 4 D 4 

Ah 4cp# j Reo j ReD 
- -  ~ - -  ( 3 )  V Pr 2/3 D 2 D 2 

The second term in Eq. (2) expresses the pumping power in 
terms of volumetric flow rate × pressure drop divided by the 
exchange volume. The third term in Eq. (2) is obtained using 
the expressions for Ap and V given in the nomenclature. Simi- 
larly, the second term in Eq. (3) uses the expression for the 
Colburn j factor in the nomenclature. The proportionality on 
the right of Eqs. (2) and (3) is appropriate when fluid properties 
are constant. If the diameter D is also constant, then the right- 
hand side expressions can be readily reduced to nondimensional 
forms appropriate for experiments that vary the Reynolds num- 
ber using a fixed apparatus over a limited temperature range. 
The third term of Eq. (2) and the second term of Eq. (3) are 
of interest since they contain physical property effects and flow 
conditions (laminar and turbulent). 

The test conditions (geometry and temperatures) given in 
Table 2 show that the nondimensional forms on the right of 
Eqs. (2) and (3) cannot be used, but instead the following 
dimensional forms are used in subsequent analysis: 

P 1 ~3fD Re3D a_.._h = 4Cp# j ReD 
and (4) 

V 2 p2 D 4 V Pr 2/3 D 2 

An immediate consequence is that fluid properties and ex- 
changer geometry can significantly affect the comparison of 
Ah/V with P/V, which is undesirable because it could lead to 
erroneous conclusions. An alternative view of Eq. (4) is that 
at a given ReD, Eq. (4) determines the effect of properties and 
diameter on measured Ah/V and P/V. Thus, Eq. (4) can be 
used to rescale measured Ah/V and P/V back to a reference 
fluid, temperature, and diameter and then performance compari- 
sons can be made. The present work's chosen reference is a 
smooth tube of 25.4 mm (1 in.) o.d. and thickness 1.24 mm 
(0.049 in.) with air at 30°C. This is a convenient choice that 
matches the conditions used to investigate tangential flow injec- 
tion, and so data for this item require no rescaling. The rescaling 
relationships are: 

P a P 
( L,ed: .... with 

/0 reference p D experiment 
(5) 

Ah .... with 

/3 = KT-KY2/3 K7~-2:3 
\ O  P r  /ref . . . . . .  / ~ O  Pr  /experi .. . . .  

(6) 

As an example of the rescaling procedure, the hydraulic diam- 
eter used in the EPF Transport tests (Table 1, item 2) was 
combined with the property variation suggested in Eq. (5) to 
adjust the P/V while maintaining the same Reynolds number 
and friction factor. Similarly, since for air the Colburn j factor 
is approximately constant for a fixed Reynolds number, the hA/ 
V result was rescaled using Eq. (6).  Table 3 gives the scaling 
factors a and/3 used for the wavy channel (needed for geometri- 
cal scaling) and for EPF transport (needed for high tempera- 
tures). There is no factor for the tangential injection data be- 
cause it is the reference case, and the correlations for other 
technologies are evaluated at the reference conditions. 

E x p e c t e d  P e r f o r m a n c e .  Most of the technologies de- 
scribed above involved convective heat transfer. Typically a 
Dittus and Boelter (1930) correlation is then appropriate, which 
we express as: 

NUD = 0.023~ Re~58 Pr" (7) 

where ~ is a heat transfer coefficient enhancement factor (=  l 
for a smooth tube) that might depend on geometry, temperature 
differences, and swirl; with n = 0.4 for heating and 0.3 for 
cooling. Since we are interested in air, the variation of n with 
heating and cooling has only a minor effect and we take a value 
of ½ for convenience. Similarly, a Blasius correlation is appro- 
priate for the friction factor, which we express as: 

fD = 0.316q Re~ °25 (8) 

where r/is a friction factor enhancement factor ( = 1 for a smooth 
tube) that might depend on geometry, temperature differences, 
swirl, Reynolds number. Substituting Eqs. (7) and (8) into Eqs. 
(2) and (3),  and using the relationship for the j  factor given in 
the nomenclature, the performance parameters may be rewritten 
as:  

P 0'0316#3 Re~ 75 and 
V - rl 2p2D - - - - - -~-  

Ah ~ 0.023 × 4Cp# Re~58 (9) 
V D 2 Pr 2/3 

Since our results are later plotted with logt0 axes, we now 
take the logarithm of Eq. (9) and eliminate loglo (RED) to 
obtain: 

logto ( - ~ ) =  0.29 log,0 ( ~ ) +  logt0 (~ .29 )  

(0 .023 × 4cp#/(0.316#3"~°'29~ 
+ l o g , o \  O2ffr~75- / \ - ~ - /  ] (10) 

Our scaling procedure ensures the last term on the right of 
Eq. (10) is a constant, so we can expect the technologies consid- 

Table 3 Multiplication factors for rescaling 

Technology 0~ ~ I 

Serpentine channel (air): 0.556 0,746 
seometrical scalin$ 
EPF transport (air): 1.63 3.05 

temperature (property0 scalinl~ 
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ered to have different displacements and thus comparative en- 
hancements according to the performance ratio ~/rl °29. If this 
performance ratio is independent of ReD, then for a plot of 
log~0 (P/V) versus log~0 (Ah/V) we should expect a straight 
line of gradient 0.29 for most of the enhancement technologies. 
The Reynolds-Colburn analogy, j = fD/2, implies the existence 
of such a constant gradient. However, the gradient of 0.29 will 
no longer be appropriate if compound heat transfer is involved. 
For example, radiation can significantly increase NUD but would 
not effect fD. The performance ratio ~/rl °29 is interesting since 
it implies a performance improvement when Eq. (10) is a 
straight line even if the friction factor increases much more 
rapidly than the heat transfer coefficient. This fact is well known 
to heat transfer enhancement practitioners. 

P e r f o r m a n c e  C o m p a r i s o n  

The different technologies are compared using Eqs. ( 4 ) -  
(6).  The computation of P/V and Ah/V for the different experi- 

mental and reference technologies was performed using correla- 
tions for friction factor and Nusselt number reported by the 
various researchers or from data supplied directly. Details of 
the calculations can be found from Andrews and Fletcher 
(1994). In the following figures the "bes t"  results as described 
above have been taken to give a best performance analysis. 

Figure 1 presents P/V as a function of Ah/V without property 
scaling. The plot may be usefully read by taking a fixed P/V 
and reading off the associated heat transfer performance with 
a higher Ah/V implying better overall performance. The flow 
Reynolds numbers are shown on the figure but play no role in 
the performance comparison; however, higher Reynolds num- 
bers correspond to higher Ah/V and P/V as expected. The plots 
for twisted-tape and tangential injection show significant perfor- 
mance improvement over the reference smooth tube conditions. 
The serpentine and tangential injection technologies perform 
with a similar enhancement. The EPF transport seems compara- 
ble with a smooth tube, but care must be exercised because the 
EPF data are at a high temperature so the air properties can 
significantly affect the results, which shows the need for rescal- 
ing. 

Figure 2 presents the same plot as Fig. 1 but the data have 
been rescaled to the reference conditions. Comparing Fig. 1 
with Fig. 2 reveals a shift for the EPF Transport data caused 
by the scaling properties from a high temperature. This is re- 
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+ Twisted tape (turbulen0 
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Fig. 1 Comparative performance of enhancement technologies; Reyn- 
olds numbers are in parentheses 
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Fig. 2 Comparative performance of enhancement technologies scaled 
to reference conditions of air at 300 K and a tube of diameter 23 mm; 
Reynolds numbers are in parentheses 

flected in the scaling multipliers of Table 3. Inspection of Fig. 2 
shows that the serpentine channel, EPF transport, and tangential 
injection technologies offer a similar enhanced performance 
over the smooth tube. The best performing technology, lowest 
P/V for highest Ah/V, is the twisted tape, closely followed by 
tangential injection, wire coil inserts, and finned tubes. Similar 
enhancement for twisted-tape, tangential injection, and wire coil 
inserts is to be expected since they all take advantage of the 
same swirl flow enhancement processes. For fin tubes at higher 
velocities (Reynolds numbers), it is to be expected that the 
flow would skip over the fins and only show a weak, if any, 
swirl enhancement. 

Solid lines have been added to Fig. 2 to help identify technol- 
ogies and show that all the single mode convective heat transfer 
technologies have the same performance gradient of 0.29, which 
agrees with the expected result. Moreover, the plots show as 
straight lines and so the performance ratio (/~70.29 is independent 
of ReD. Thus, this plot demonstrates that fundamentally all these 
technologies operate in the same way, with their performance 
differences arising from the best use of geometry and swirl- 
induced secondary flow patterns that are perhaps independent 
of Reynolds number. The exception is the EPF result shown in 
Fig. 2. The EPF line has a distinctly steeper gradient. This may 
be attributed to multiple heat transfer modes and suggests that 
EPF multiphase enhancement, and more generally, compound 
enhancement, presents an opportunity to exceed an upper per- 
formance limit reached by many convective heat transfer tech- 
nologies. 

However, a word of caution: Fig. 2 demonstrates performance 
based only on heat transfer and pumping power and does not 
include manufacturing, maintenance, and installation costs. 
Nevertheless, Fig. 2 shows that in turbulent flow, at our refer- 
ence conditions, the technologies typically provide a threefold 
enhancement compared with a smooth tube based on a constant 
pumping power per unit volume, and up to a sixfold enhance- 
ment in laminar flow. 

E x i s t e n c e  o f  a P e r f o r m a n c e  L i m i t  

The results in Fig. 2 suggest the existence of a performance 
upper limit. It is interesting to consider whether such a limit 
might exist for our performance comparison. The temperature 
gradient in the laminar boundary sublayer at the wall determines 
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the heat transfer rate for a fluid moving in a tube. Similarly, 
the wall shear stress and pumping power are determined by 
the velocity gradient in the laminar sublayer next to the wall. 
Therefore we might expect to increase the heat transfer rate if 
the thermal boundary layer is thinned. However, the thermal 
and momentum boundary layer thicknesses are related by the 
Prandtl number and so the momentum boundary layer also thins 
thus increasing the wall stress. Our choice of performance pa- 
rameters and the rescaling procedure includes this complemen- 
tary effect, and is shown by the constant performance gradient 
of the convective heat transfer technologies. However, turbulent 
transport mechanisms can affect the shape of the velocity and 
thermal boundary layers and wall gradients. In particular, Fig. 
2 shows that swirling flow acts to promote performance when 
cold fluid flows through heated tubes. Under such circumstances 
buoyancy-driven secondary motions preferentially transport 
cold fluid away from the center of the tube toward the hot tube 
wall, and warmer fluid adjacent to the tube wall toward the tube 
center. Such preferential transport enhances performance by 
lowering the temperature in the outer regions of the thermal 
boundary layer and so effectively increases the temperature 
gradient at the wall. However, Fig. 2 also shows that at the 
same Reynolds number, the smooth tube turbulent pumping 
power is close to that of all the swirl technologies. So it appears 
that adding swirl does not significantly affect pressure drop. 
Perhaps this is because, unlike heat, there is no preferential 
mechanism for momentum transport. 

The constant gradient for the convective heat transfer technol- 
ogies emphasizes the fundamental similarity of boundary layer 
structure for all the convective technologies. Swirl takes advan- 
tage of the density gradients associated with temperature gradi- 
ents. Since the swirl flow technologies were optimized and since 
they perform similarly in Fig. 2, they do present an upper limit. 
However, as shown by EPF transport, the gradient and upper 
limit can be increased with compound heat transfer. Moreover, 
other fluid properties also vary with fluid temperature, notably 
fluid viscosity, so using non-Newtonian property fluids to mod- 
ify the transport mechanisms preferentially might be possible. 
Indeed, EPF transport might be considered an example. Thus, 
the performance limit indicated in Fig. 2 for gas heat exchange 
exists in the context of convective heat transport with swirl but 
is not necessarily a limit for compound heat transfer. 

Conclusions 
A comparative performance study of seven different heat 

transfer enhancement technologies and a reference smooth tube 
has been performed. The technologies differed by geometry, 
flow conditions, and operating temperatures. The performance 
comparison used a heat transfer rate as a function of the pump- 
ing power parameter. The chosen performance parameters made 
sense but by necessity are dimensional, so a rescaling procedure 
was used to compare technologies. 

The performance comparison revealed that the advanced 
technologies provided a similar threefold enhancement over a 
smooth tube for turbulent flow at reference conditions and a 
sixfold enhancement for laminar flow. This similar performance 
for a wide range of technologies suggests an inherent perfor- 
mance limit for convective enhancement techniques. The analy- 
sis has been successful in collapsing the performance of a wide 
range of technologies and operating conditions onto a single 
performance plot. However, care must be taken to rescale data 
to a standard reference before comparing performance. 

All the technologies, except EPF transport, showed the same 
heat transfer performance increase with an associated increase 
in power. This result was attributed to their use of the same 
fundamental convective heat transfer mechanism. However, 
EPF transport showed a steeper performance line due to corn- 

pound heat transfer, which suggests future development possi- 
bilities. 

Our work suggests that many enhancement technologies have 
a similar performance. However, other factors such as capital 
costs, retrograde fit costs, reliability, fouling, and ease of main- 
tenance were not considered here but are also important in the 
practical selection of a heat exchanger technology. 
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Trajectories and Deposition of 
Silica Particles on Cylinders in 
Crossflow With and Without a 
Magnetic Field 
To investigate magnetic effects on silica scale deposition, two cylindrical probes with 
and without magnet insert were placed in a crossflow fluid solution containing dis- 
solved silica, iron ion, and NaCl salt. The differences in silica deposition are reported. 
To explain the differences on the basis of first principles, a Lagrangian analysis is 
presented to predict the silica colloidal particle trajectories and deposition onto the 
probes under the influence of nonuniform magnetic field force and other relevant 
suoeace forces including London-van der Waals forces, viscous force, and added 
mass force. The results of the predication show that the particles made of pure silica 
can be deflected away from the magnetic probe. However, the particles made of 
silica-iron can be attracted toward the probe, more so at the magnetic poles than 
at the midsection of the magnetic probe. These and other results presented can explain 
all the qualitative differences of scale deposit found experimentally on magnetic and 
nonmagnetic probes. 

Introduction 
Most of the energy conversion systems are plagued by scale 

deposition on their heat exchanger surfaces. The scale, once 
formed, reduces the heat transfer rate and increases the pressure 
drop across heat exchangers, often resulting in a dramatic reduc- 
tion in the energy conversion efficiency. Thus effective scale 
prevention and removal techniques are needed. Among the re- 
moval techniques, chemical treatments and mechanical scrub- 
bing devices have been used by industries. However, they can 
be lengthy and costly, with long down times and possible dam- 
age to existing equipment. 

A nondestructive and noninterfering technique that has at- 
tracted interest in the last few decades is magnetic water treat- 
ment, which claims to prevent further scale buildup and the 
removal of existing scale by the use of a strong magnetic field 
operating perpendicular to the direction of fluid flow. Raisen 
(1984) investigated actual water magnetic systems installed in 
air conditioning and boiler systems and found positive anti- 
scaling results. Conflicting results relating to the effectiveness 
of magnetic water treatment devices have been obtained by 
many researchers and businesses alike. Clyburn (1983) com- 
pared many different hypotheses of magnetic water treatment 
offered by various researchers. Soviet scientist (Boichenko and 
Sapogin, 1977; Kochmarskii et al., 1982; Martynova et al., 
1969, 1979) favor the magnetic technique highly and offer dif- 
ferent mechanisms responsible for the scale control. A vast 
majority of researchers such as Hasson and Bramson (1981) 
found experimentally that magnetic treatment had no effect on 
the scaling process. Similarly they found no effect on the adhe- 
sive capability of the scale as a result of magnetic exposure. 

The hypotheses developed to explain the phenomenon are 
varied. One popular belief is that the magnetic field causes 
minerals with magnetic properties to form a suspended layer in 
the magnetic field (Martynova et al., 1979), thus decreasing 
the solubility of the supersaturated component, causing it to 
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precipitate immediately in solution rather than on the pipe walls. 
Still others (Clyburn, 1983) believe that the magnetic field 
somehow lowers the zeta potential of suspended particles, which 
makes it easier for two particles to collide and form a nucleation 
site in solution. Duffy (1977) has shown that ferric hydroxides 
retard formation of calcium carbonate under the allotropic form 
of calcite and claims that magnetic water treatment devices 
simply accelerate corrosion of piping, thereby introducing 
higher levels of ferric hydroxide in solution. Some researchers 
argue that since charged particles passing through the magnetic 
field are subjected to a force perpendicular to the direction of 
flow, these particles will experience movement perpendicular 
to the flow where they are bombarded with particles traveling 
with the fluid. This in effect is much like the suspended layer 
hypothesis in that the collisions result in the creation of nucle- 
ation sites in solution, rather than on pipe walls. Presently, 
however, no sound theory has been developed because of the 
complexities and variabilities that exist in the scaling process. 

The primary objective of this study is to develop a theory 
based on first principles to predict effects of the magnetic and 
other associated surface forces on the Lagrangian motion of 
colloidal silica particles in a solution containing supersaturated 
silica and FeC13. Two cylindrical probes with and without a 
magnet insert were placed simultaneously in a crossflow posi- 
tion in a fouling heat transfer loop so that .they were subjected 
to the same thermal, physical, and chemical conditions (see 
Fig. 1 ). The trajectories and deposition of the particles on mag- 
netic and nonmagnetic probes were predicted and used to ex- 
plain all the qualitative differences of the scale formation found 
on the probes. 

Experimental Investigation 
An existing fouling heat transfer facility as described pre- 

viously (Chan et al., 1988) was used in the present study. 
Briefly, this test facility was made up of two loops (see Fig. 
2). A heated solution saturated with a high-grade silica was 
circulated in the primary loop where the solution passed through 
the tube side of a titanium tube and shell heat exchanger. The 
secondary loop was used to circulate the coolant distilled deion- 
ized water in the shell side of the heat exchanger. The whole 
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system was designed to run under many flow, thermal, and 
chemical conditions. The different flow, thermal, and chemical 
conditions were achieved by varying the inlet flow rates and 
temperatures in both loops, by varying the chemical addition 
to the primary loop of a number of salts (NaC1, KC1, FeCI3, 
etc.) and by varying the super-saturation of silica with respect 
to the cooler surface temperature of the tube. The thermal and 
hyda'aulic behaviors of the heat exchanger are then recorded. To 
investigate the effect of magnetic field on silica scale deposition, 
another test section was considered in which two cylindrical 
probes were installed in a tube at the exit of the heat exchanger 
of the main loop (view P-P of Fig. 2). One of these probes 
was imbedded with a Samarium Cobalt permanent magnet, the 
other was just solid titanium. A schematic of the magnetic probe 
is also shown in Fig. 1 (a) .  After passing through the tube and 
shell heat exchanger, a supersaturated silica solution is produced 
due to lower tube surface temperature and therefore suspended 
colloid particles appeared in the solution, which could then be 
deposited farther downstream on the inserted probes. Prior to 
the probe test section, a mixing cup was installed to homogenize 
the temperature profile. Since the downstream pipe and probes 
are insulated, the temperature difference between them is ex- 
pected to be small, such that the thermal effect is in essence 
decoupled from magnetic effects to allow for a better focus on 
magnetic effects of silica deposition on the probes. The thermal 
effects were investigated separately in the upstream heat ex- 
changer section as reported earlier (Chan et al., 1995). 

The present study was based on the same test conditions 
found in run T5-Fe2 of Chan et al. (1995). A silica-saturated 
solution containing dissolved salts of NaC1 and FeCI3 was pre- 
pared in the saturation tank of the primary loop and the relevant 
test parameters are listed in Table 1 for later use in the theoreti- 
cal prediction. Due to the high temperature and high pressure 
nature of the loop, the probes were removed only at the end of 
the experiment and the scales formed on the surfaces of both 
probes were compared and shown qualitatively in Fig. 1 (b) .  

Several distinct features were found. First, for the magnetic 
probe, more deposition was found at the north and south pole 
regions than in the midsection. Second, in comparison of scale 
deposition on both probes, the scale in the midsection of the 
magnetic probe was found thinner than that of the nonmagnetic 
probe. Finally, by an electron microscope analysis, the scale 
deposit on the magnetic probe at the midsection of the magnet 
was found to be mainly made of silica (85 percent Si t2 ,  15 
percent Fe) while the pole regions were mostly iron. 

Since only qualitative features of the scale formation are 
reported in Fig. 1 (b) ,  no error analysis is needed for scale 
formation. The error of the measurement values of the magnetic 
flux densities to be seen in Fig. 4 is about _+ 15 percent. Other 
errors associated with the loop measurement were given pre- 
viously (Chan et al., 1988). 

T h e o r y  

To explain these findings on a theoretical basis, it is necessary 
to develop a proper theory to predict magnetic effects on trajec- 
tories and deposition of colloidal silica particles on a cylindrical 
surface in a crossflow. Since the scale deposit was found to be 
composed of silica and iron on various proportion depending 
on the location of the probe surface, the suspended colloidal 
particle in the fluid can be considered to be made of either pure 
silica or a s i l ica- iron composite. 

As these suspended particles approach the cylindrical probes, 
the particles in the solution are subjected to many external 
forces, contributed to by various physical and chemical phe- 
nomena. Besides the magnetic force Fro, they include the ther- 
mophoretic force Fth, London-van  der Waals attraction force 
Fl, fluid drag force Fd' and added mass force Fo. Other minor 
forces including the gravitational, basset, lift and electric double 
layer forces have been evaluated and found to be negligible in 
the present work. Then the trajectory of a particle of radius of 

N o m e n c l a t u r e  

a = cylindrical probe radius, m 
ap = particle radius, m 
A = ratio of particle to cylinder radii 

= ap/a 
b = length of magnet, m 

b+ = cylinder length to radius ratio = 
b/a 

/~ = magnetic field induction, Gauss 
Br = radial magnetic field, Gauss 
Bz = axial magnetic field induction 
h = separation between particle and 

cylinder, m 
/ / =  magnetic field vector, A /m 

Hr = radial magnetic field, A /m 
Hz = axial magnetic field, A/m 

7(~32 = Hamaker constant, J 
I = ionic mobility, mole /L 
K = reciprocal double layer thickness, 

m-I 
M = magnetization of permanent mag- 

net, A/m 
Mi, = magnetization of particle, A/m 
7rp = particle magnetic moment, A/m 2 
Nh = hydrodynamics force number, N 
Ni = inertia force number, N 
Nt = London-van  der Waals force 

number, N 
Nm = magnetic force number, N 
Nhl = ratio of hydrodynamic to inertia 

forces 

N, ni = ratio of magnetic to inertia forces 
N,i = ratio of London attraction to inertia 

forces 
N~ = electric double layer number 1, N 
Ne2 = electric double layer number 2, N 
Net = ratio of electric double layer to in- 

ertia forces 
rl = fluid dynamic viscosity, kg/m/s  
u = fluid kinematic viscosity = rl/p, 

m2/s 
p = fluid density, kg/m 3 

pp = particle density, kg/m s 
Re = Reynolds number 

Rep = particle Reynolds number 
t = time, s 

t+ = dimensionless time 
T = temperature, K 
r = radial distance, m 

r+ = dimensionless radius, r/a 
0 = angle, rad 
z = axial distance (from center of 

probe), m 
x = coordinate shown in Fig. 3, 

m 
(J = fluid velocity vector, m/s 
I," = particle velocity vector, m/s 
zl = ionic charge of ion i 

U~ = upstream velocity, m/s 
Vp = particle volume, m 3 
/~ = magnetic permeability, Henry/m 
X = magnetic susceptibility 
~p = particle zeta potential, mV 
~c -- cylinder zeta potential, mV 
k = fluid thermal conductivity, W/InK 

k,, = particle thermal conductivity, 
W/mk  

Xz, = composed particle magnetic sus- 
ceptibility 

A = ratio of particle to fluid densities = 
P/Pp 

P = force, N 
//d = magnetic field induced by dipole, 

A/m 
pH = acidity of solution 

Subscripts  

a = added mass (acceleration) term 
c = cylinder 
e = equivalent 
d = fluid drag term 
1 = London-van  der Waals term 

m = magnetic term 
o = free space 
p = particle 
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Fig. 1 (a) Probe in tube and (b) scale profiles for the magnetic and 
nonmagnetic probes 

a~, and density pp is governed by the Lagrangian equation of 
motion of the particle along its path, 

47r 3 d l /  
-~-a,,Pp ~ t  = F,,, + g + F,, + [',, (1) 

The thermophoretic force is ignored in Eq. (1) and will be 
shown next not to be a factor in the tube section of the primary 
loop in the vicinity of the probes. 

Thermophoret ic  Force. The thermophoretic force exerted 
on the suspended particle is due to the thermal gradient of the 
carrying fluid and tends to move the particle toward a cooled 
surface and away from a heated one. This force exerted on a 
particle (with radius ap and thermal conductivity kp) suspended 

• alve . .  Probes Valve 

~2Z]---~ Fange Flange 

P - P  View 

~"~u~-bi#e " ~ C ° - ° l a a t  I~ ~"~ Valve 
~eter -"~L.~Jow ---Brine 

~ " ~ " ~ - - - ' ~  ~ " ~ B r  ,he Flow 
~1 L U )  ~ " - ~  A ~ H e a t  

Pum m p  " ' f ~ J , - _  I k ~ I t . ) , : _ _ . l - _ ~ I  p ~-L-Z,L~D~,.~,, I 

Magnetic U Uj~.._~].j~..i~" I / l u r i ne  ~--~: 
Pump 1] I I II " ~  magnetic 

• 1~ U ~ Pump 

Fig. 2 Fouling heat transfer loop and location of probes 

Table I Set of values of variables and parameters used in the theoretical 
calculations for composed silica particles flowing around a titanium cyl- 
inder housing a samarium cobalt magnet in a solution containing dis- 
solved salts (NaCI, KCI, FeCle) 

a = 3.175 x 10 .3 m (,125 in) Dimensionless  N u m b e r  

ap = 10 .5 m (10 ~um) 

b = 9.652 x 10 .3 m (,38 in.) 

9 = 937.2 K g / m  3 ( H 2 0 @ 4 0 0 K )  

pp = 2200.0 K g / m  3 (SiO~) 

1.I~ = 0 5 2 3  m/see  (Q = 4,2 gpm)  

A = ap/a = 0.00315 

b+ = b/a = 3.04 

A = pp/p = 2.347 

Re  = 2 a p U ~ / q  = 37500 

T = 400 K 

r I = 2.17 x 10 -7 Nsee /m 2 ( H 2 0 @ 4 0 0 K )  N m = 7~ (Mb)  2 JaoxeA 3 = 9.1 x 10 .6 N 

M = 5 x 105 A /m (SmCo 5 magne t )  N I = (2~}-(~132/3a) A 3 = 6.865 x 10 -29 N 

X (Fa) = 5000 (g  = go (1 + X)) K = 0,0451~1 = 9.2 x 107 m "l 

X (Ti) = 18 x 10"5, X ( s i n e )  = - . 4 9 3 x  10 "6 z = K a A  = 920 

Xp = 0.15X (SIC2) + 0.85 x (Fe) = 7451 

laH?O = ~0 = 4 g  x 10 "7 H / m ,  H = Vsec/A 

N i : 4 n  0p ( U s a )  2A3/3 = 7.94 x 10 "10 N 

N h = 6 n ~  ( U s a )  A = 2.139 x 10 "ll N 

9-(123 - 3.0 × 10 .2o J 

pH = 7.0, 1 = .1 m o l / L  2 N,n i = Nm/N i = 1,146 x 104 

~p = -55 m V  (at p H  = 7) Nil = Ni/N i = 1.044 x 10 -16 

~e = -15 m V  (at p H  = 7) 

N¢i = ge0Ka~p~e A = 2.466 x 10 "13 N 

Nc 2 = (~p2 + ~02)/(2~1,~c) = 1,97 

Nhi = Nh/N i = l /Net  = 2.221 x 10 .2 

N¢i = Nel/N i = 3.11 x 10 .4 

1: de te rmined  f rom electron microscope  scale composi t ion  
2: the ionic s t rength  is based on 0.1 M NaCI,  20 ppm Fe  3+ 

in a flowing fluid with density p, viscosity r/, and thermal con- 
ductivity k is given (Brock, 1962) by: 

P = - - 9 7 r a ~  ~ V T  

The particle material of the present work was determined from 
the Electron Microscope analysis of the scales formed on the 
probe. At the middle section of the probe their mean composi- 
tion was found to be composed o f  85 percent SiC2 and 15 
percent Fe by weight. The thermal conductivity of the composed 
sil ica-iron particle is then given by the weight average ac- 
cording to the results of the scale analysis, i.e., 

e l, = .85 k s i o 2  q -  0.15 k F c  

Since a mixing cup was installed after the end of the heat 
exchanger tube and far ahead of the probes, and since the whole 
pipe connecting the tube and enclosing the probes was well 
insulated, the parabolic temperature profile of the hot fluid exit- 
ing the tube was flattened out and reached the far downstream 
probes in a uniform fashion. Hence the thermal gradients near 
the probes were insignificant and the thermophoretic forces can 
therefore be neglected in the present study. 

Since the magnetic effect on particle deposition is of primary 
interest here, a careful formulation of the magnetic force exerted 
on the sil ica-iron composed particle is presented next, followed 
by other required forces. 

M a g n e t i c  Force. Consider the magnetic force acting on a 
particle of volume v t, and magnetic susceptibility Xp, surrounded 
by a solution with the same magnetic susceptibility as water, 
Xa2o, and subject to a nonhomogeneous magnetic field [-/. If 
the particle is assumed to be small enough to be represented 
magnetically as a point dipole of moment ~p = v~,M F, where 
Mp is the particle magnetization, then from the fundamental 
equation for the force on a point dipole (Jackson, 1975), the 
force on the spherical particle can be expressed as: 

L,, = tZo( Cr,,. v ) ~  = mv,,(,~t,,, v)[-I  (2) 
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Table 2 Magnetic fields at different axial locations 

(r,z) Z 
N jiSL 

'--=~~//'dz' 
X - 

Fig. 3 

Z 

=Y 

Magnetic dipole approximation 

The particle magnetization, or theresponse of the particle mate- 
rial to the applied external field H is given for a paramagnetic 
material by (Jackson, 1975): 

~/, = [X/(1 + X / 3 ) ] / / =  x f f t  (3) 

where the equivalent susceptibility is X~ ~- X/(1  + X /3 )  and 
X is the difference between the equivalent magnetic susceptibili- 
ties of the particle and that of the water surrounding it, 

X = Xp - XH~o (4) 

with Xp = (#p/lZo) - 1 and XH=O = (#n20/#o) -- 1 where #p, 
#o, and/ZH2O are the magnetic permeabilities of the particle free 
space and water, respectively (Henry/M). Using the results of 
the scale analysis as listed in Table 1, Xp = 0.85 Xsio2 + 0.15 
XF~. Substituting Eq. (3) into Eq. (2) yields the magnetic force 
induced by the magnetic field H, 

?,n = ~'~oXel)p( FI" V ) B  ( 5 )  

Derivation of the Magnetic Field H Around the Probe. 
The magnetic field at the particle location (r ,  z) induced by the 
cylindrical magnet probe (see Fig. 3) is needed to evaluate the 
magnetic force. However, for the present cylindrical magnet of 
finite length, the magnetic field formula needed is unavailable 
and is therefore derived next. 

The magnetic field vector induced by an infinitesimal volume 
d V  = (Tr/4)a2dz of a magnetic dipole with a saturation flux 
density (i.e., the magnetization of Samarium Cobalt magnet) 
M at ( r  = 0, z = z ' )  is given by: 

lid = MdV 
4rr(r 2 + (z - z ' )2)  s/2 

× (3r(z - Z')d~ + (2(z - z ' )  2 - rE)d~) 

The present cylindrical probe is considered as a series of mag- 
netic dipoles (see Fig. 3) and the field around it is obtained by 
integrating the equation given above along the length of the 
probe, 

£ L 
b b 

in which [ / i s  only dependent on radial and axial directions due 
to symmetry. The r and z components can be evaluated analyti- 
cally to yield, 

Ma2 ( 1 1 ) 
n , =  - ~ r  ( r  2 + (z + b)2) 3 /2 -  ( r  2 + ( z -  b)2) 3/2 

Ma: ( z - b z + b 
H~ = ~ \ ( r  E + (z - b)2) 3/2 - ( r  2 + ~-£~_'~)=)a,:/ 

(6) 

(7) 

z = - b  z = 0  z = b  

Hr* 
r 1 1 r 

0 - - -  
(r 2 + 4b2) 312 r 2 r 2 (1.2 + 4b2) 312 

Hz,  -2b -2b -2b 
(r 2 + 4b2) 3/2 (r 2 + b2) 3/2 (r ~ + 4b2) 3/2 

A summary of the expressions of the magnetic fields 

(H,.*.z ~ 4 H J M a  2) 

on three radial planes at three axial probe locations (i.e., at both 
north and south poles and center) is given in Table 2. 

Magnetic Force Derivation. If we define 

the r component of the magnetic force given by Eq. (5) is 
written as 

F* = H, OH,. OH,. (9) 
mr . - g -  + o-7 

Substituting Eqs. (6) and (7) into Eq. (9) yields 

F*  =m,. 2 r ( - ~ ) 2 (  r2 + (z + b ) ( z -  

r a + ( z -  b ) ( z  + 2b) 1 1 ) 
+ L-ln3/2ns/2u2 D~ D~ (10) 

where D1 = r 2 + (z + b) 2 and D2 = r 2 + (z - b) 2. 
Similarly, the axial component of the force is 

nr onz OHz 
= - g -  + 0-7 

and after the substitutions 

2 (  Ma2~2 f z + b z - b z - b 
F,,*,~ = - \ . - ~ - /  \ - - - ~ -  + D--T- + (D,D2) 3/2 

(11) 

3 r Z + z 2 - b 2 ) ( z +  b + z - b )  
2 (D ,D~7  '~ / D, 02 (12) 

A summary of the two components of the magnetic force 
F~,~ ~ Fmr~(4/MaZ)2/2 for the three position (middle, north, 
and' south poles) are given in Table 3. 
Thus, by Eq. (8) and Table 3, the magnetic force on the particle 
in the radial plane at z = 0 is 

F,,, = -Nm[r+/(r2+ + b2+)4]~r (13) 

in which r+ = r/a,  b+ = b/a.  Nm is a magnetic number defined 
by 

Nm = 7rl.toXe(Mb)2A 3, A =- ap/a (14) 

with units of force (Newton). For the case when the particle 
is made up of both silica and iron (i.e., the susceptibility is 
positive), this number is positive, giving rise to an attractive 
force. 

Calculation of the Magnetization M. Finally, the magne- 
tization M of the Samarium Cobalt magnet, for the evaluation 
of the magnetic force from Eqs. (10) and (12), is determined 
from the measurement values of the magnetic induction B at 
the water side of the magnetic probe surface. The measured 
values of the three components, Br, Be, and B~ on the cylindrical 
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Table 3 Magnetic forces for different axial position 

z F,,-~r F,,+,, 

- b  21(r= + b2) r 1 2 b \ ~  + 4b2) 3 r3(r 2 .~ 4b2),/2 } r2(r 2 + 4b2) 5/2 (r 2 + 4b2) 3 r 5 

0 _ 6 b 2  _ r 
(r  2 + b2)4 0 

2(r 2 + b 2) r 1 ( - 1  r 2 -  2b 2 .~ 
r2(r 2 + 4b2)51 z (r 2 + 4b2) 3 r5 2b 7 + 4b2) 3 + r3(r 2 ~ 4b2)5/2] 

probe surface, r = a, along the axial distance, z, are given in 
Fig. 4. From the electromagnetic theory, the boundary condition 
of the magnetic field at the interface between two media of 
different susceptibilities is such that the tangential components 
of the magnetic field inside the magnet, H~, is equal to that of 
the water side, H2. 

H~ = H2~ (15) 

tn terms of the magnetic flux density, His can be written as 

H~ = B~')/iZot#, (16) 

where #r, = 1.05 for a Samarium Cobalt magnet, dimen- 
sionless. B~ m) is the experimental value of the magnetic flux 
density measured at z = 0 and r = a,  namely, 300 Gauss for 
the present magnetic probe. Also using Eq. (7) to evaluate 
Hz~at r  = a a n d z  = 0, 

M b÷ 
H2, - (17) 

.... ='~.=° 4 (1 + b2+) m 

where b+ = b/a  = 3.04. Therefore, the boundary condition, 
Eq. (15),  becomes 

(1 
(18) 

\2 (1 + b~+)3'~/ ~z,,tz,, 

from which M is calculated to yield M ~ 5 × 105 A/m as listed 
in Table 1, which is to be used in later computations and is 
close to the values of 0.6 ~ 0.7 X 105 A/m reported in the 
literature. 

Other Forces. The London-van  der Waals force is an im- 
portant part of the surface forces, also known as adhesion forces. 
Depending on many factors, these adhesion forces are responsi- 
ble for the short-range attraction or repulsion of particles onto 
surfaces and the London-van  der Waals force constitute the 
attraction part of these surface phenomena. In the present work, 
because the particles are very small compared to the cylindrical 
probe, we can approximate the London-van  der Waals attrac- 
tive force between the particle and the magnetic cylindrical 
probe as that between a small particle of radius ap and a flat 
surface (Spielman, 1977), 

J( 132ap Ft(h)  = 2 ~ 3 
3 h2(h + 2ap) 2 

where ,7C't32 is the Hamaker constant, ~ is a unit vector outward 
and normal to the magnetic surface (i.e., ~ ) .  For the particle 
located at a radial distance r from the center of the probe with 
a radius a, the separation distance between the particle and 
probe surfaces is h = r - a - ap. Thus the equation given 
above becomes 

Ft(r+) = - N ~ f l [ ( r +  - 1 - A)2(r+ - 1 + A )  2] (19) 
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Fig. 4 Experimental values of the magnetic flux densities on the cylindrical probe surface, r = a ,  along the axial distance, z 
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in which again r+ = r /a ,  A = ap/a,  and the London-van der 
Waals force number N1 = 23C132A3/(3a). For a tertiary system 
made up of composed sil ica-iron particles (denoted 1) and 
titanium cylindrical probe (2) submerged in liquid water (3),  
the Hamaker constant i s ~ v e n  by Lifshitz (1956), ,'.7C132 = 
( ~  -- ~ ) (  ~ff~(22 -- 4:7[i33) • Hi,. for many materials are avail- 
able (Visser, 1972). In evaluating Hj~, we assume the si l ica-  
iron composite particle to be made of silica only since Jd~ro. --~ 
7CS~O~. The calculated .TCm value is shown in Table 1. 

Since the difference in particle velocity (fz) and the carrier 
fluid velocity ((J) is small, the drag force can be approximated 
by the Stokes law (Kladas and Georgiou, 1993) 

Fa = 67rap~7(f] - V) (20) 

where r] is the fluid viscosity. As to the added mass force, 
which is the additional force the particle experiences when it 
accelerates with respect to the carrier fluid, it is generally given 
as 

d 
[', = (27ra3p/3)  ~ ( U  - V) .  

The carrier fluid velocity is approximated, for simplicity, by a 
steady potential flow, thus 

d 
[', ~- - ( 2 7 r @ p / 3 )  ~ re. (21) 

T w o - D i m e n s i o n a l  P r e d i c t i o n s  a n d  C o m p a r i s o n s  

Upon the substitution of all forces, Eqs. (13), ( 1 9 ) -  (21), 
into Eq. ( 1 ) yields 

- -  F +  

47r3 appe3 dVd__t_ = 67rrIap ( U - ~') - N,, ( r 2+ + b 2+ ) 4 ~r 

-- N l ( r + -  1 - A ) - 2 ( r + -  1 +A)-Ed~ (22) 

where, due to the added mass term in the left-hand side of this 
equation, the effective density is p~ -= pp + p /2 .  

For two-dimensional solutions, a particle once originating 
from an upstream point in a two-dimensional (r ,  0) plane per- 
pendicular to the probes' axis is assumed to travel only in that 
plane. The angular and the radial components of Eq. (22) on 
the center plane at z = 0 for example are 

47r 3 I/ dV° VTr ) 
-~- a~,p~--~t + = 67rrlap(Uo - Vo) (23) 

r+ 
47r3 a3pe dV~dt ~ = 67rrlap(U~ - V~) - N,, (r  2 + b2+) 4 

- N t ( r +  - 1 - A ) - 2 ( r +  - I + A )  -2 (24) 

To evaluate the drag force term in Eqs. ( 2 3 ) - ( 2 4 ) ,  the 
carrier fluid velocity components, Uo and U,, are needed. Since 
no exact solutions of Uo and U, are currently available for 
a flow in a pipe over an inserted cylindrical probe, they are 
approximated by that of the potential flow solution 

Ur = U~(I  - -  a2/r 2) COS 0 (25) 

Uo = -U~(1  + a : / r  2) sin 0 (26) 

It should be noted that the viscous drag force around the particle 
is still included in the analysis and that this approximation is 
merely used to approximate (J in the evaluation of the drag 
force. The approximation is made without loss of generality 
since the present study is mainly interested in magnetic effects. 
Besides, it approximates the fluid flow very closely in front of 
probes where deposition is mainly occurring. Using the nondi- 
mensional quantities, Vo+ = Vo/U®, Vr+ = Vr/U®, r+ = r /a ,  

Y 

z=b 

-I0 -5 

Z = O  

0 

X / a  

Fig. 5 Composed silica particle trajectories around the magnetic probe 
at the middle plane, z = O, and at the magnetic pole plane, z = b 

and t+ = U=t/a and the definitions of the velocity components 
Vr and Vo in terms of r and 0, 

dO Vo+ dr+ 
- , - - =  Vr+ (27)  

dt+ r+ dt+ 

Similarly, Eqs. ( 2 3 ) -  (26) can be combined and written as 

dt+ r+ / 7++ sin 0 - Vo+ (28) 

(dv.+ 
dt+ r+ / 

= - cos 0 - V,+ - N,,ir+(r2+ + b2+) -4 

- Nli(r+ - 1 - A) -2(r+ - 1 + A)  2 (29) 

in which Nhi =- Nh/Ni ,  Nmi =- Nm/Ni,  Nli ~ N J N i .  IV,, is the 
magnetic number given by Eq. (14), the inertial number Ni = 
47r@peUJ3a ,  the hydrodynamic number Nh = 67rrlapU~, and 
the London-van der Waals attraction number N1 = 2 ;7C m/3a~,. 
Their values and the constants used for their derivations are 
given in Table 1. These constants were based on experimental 
parameters and conditions in our fouling heat transfer loop. 

The particle trajectories around the nonmagnetic probe are 
modeled by applying a zero magnetic number in the trajectory 
Eqs. (27) - (29) and using different initial conditions r = 10.0 
and an angular span from 3.14 to 2.6 rad. These trajectories are 
found to be almost straight lines. This is due to the appreciable 
size and inertia of the particles that take over the hydrodynamics 
force in the absence of magnetic field and prevent the particles 
from following the potential flow streamlines, hence retaining 
their original velocity directions acquired at the release posi- 
tions. 

The results of the magnetic probe are given by Fig. 5. The 
trajectories in the midplane at z = 0, shown in Fig. 5, are 
obtained using the dimensionless parameters derived earlier and 
as given in Table i, that is for a magnetic number Nmi = 11460.0. 
In the computations, the long-range magnetic and inertia forces 
were found dominant over other surface or adhesion forces. 
Particles released at far distances will travel mostly under the 
influence of inertia and drag in almost straight lines until the 
magnetic attraction takes over at the surrounding of the probe 
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and the particles start deviating toward the probe. Once they 4 
reach the surface of the cylindrical probe, these particles will 
be deposited there (an assumption used for qualitative descrip- 3 
tion in light of the fact that the adhesion forces, being very 
strong near the surface, will retain the particles and prevent 2 
them from rebounding). Figure 5 also shows the trajectories in 1 
the magnetic probe case at the north pole plane z = b. These y 
trajectories show the same trend as in the previous case with ~- 
much sharper deviations toward the magnetic probe. Thus the 4 
particles in the midplane will travel by the probe and escape, 
while they will be captured at the pole plane. These results 3 
agree with experimental findings as shown in Fig. 1, namely 
more deposit is collected at the north and south poles than in 2 
the middle position of the magnetic probe. Also found expefi- 1 
mentally in the comparison of the scale formation on magnetic 
and nonmagnetic probes was the presence of thinner scale at 
the midsection of the magnetic probe. This can be explained 
by the fact that in the flowing liquid there also exists particles 
made of just silica (no iron) and these have negative magnetic 
susceptibilities and their behavior under the same magnetic field 
is opposite to the one by the iron-si l ica composed particles 
presented in the previous figures. These silica-only particles 
will tend to be rejected away from the magnetic probe, as can 
be seen by examining the magnetic forces on the particles at 
the mid and pole planes. From Eq. (8) and Table 3 and taking 
for simplicity b ~ a, they are 

3 1 
(Fm,)o 8 b 5 Xe at z = 0 ,  

1 4 ) 1  
(Fmr)b ~ -  l '-{- 53 F / 2  V X e at z = b  

For pure silica particles, Xe < 0, they yield positive values, 
namely, acting in the r direction. Thus the silica particles experi- 
ence a repulsive force as they approach the magnetic probe, 
and less deposition is to be expected on the magnetic probe 
than on the nonmagnetic probe. For the composite particles 
containing iron, Xe > 0, and the particles should experience an 
attractive force. Since (F,,,.)b is larger than (F,,,)o, more iron 
particles should be deposited at the north or south poles than 
in the midsection of the magnetic probe. By the same token, 
more silica-only particles are expelled at the poles than in the 
middle. Thus composition of the scale, formed as a result of a 
combination of iron-si l ica particle deposition and silica-only 
particle deposition, should contain more iron at the poles than 
in the middle of the magnetic probe. This is also in agreement 
with the experimental finding described in the earlier section. 

Figure 6 (a)  shows the effect of increasing the magnetic num- 
ber Nmi = 0, 2.06, 20.67, 206.7, 2066.7 at the pole plane on the 
trajectory of a particle of size A = ap/a = 0.00315 released 
from ro = 10.0 and 0o = 2.8 tad. As the magnetic number is 
increased, the particles are progressively deflected toward the 
cylindrical probe until a threshold magnetic number for which 
the particle will bend enough to reach the surface and deposit 
there. The trajectories of the composed particles with increasing 
dimensionless sizes A = 3.15 x 10 -5, 3.15 × 10 -3, and 3.15 
× 10 -2 (i.e., a~, = 0.1, 10.0, 100.0/zm) at the middle plane (z 
= 0) are shown in Fig. 6(b) .  This figure shows that for a given 
magnetic number (Nmi = 114650.0) as the size decreases, the 
particles tend to be attracted toward the cylindrical probe and 
eventually are deposited. Therefore capture of composed parti- 
cles away from the probe is only possible when the size is 
small. This observation and the fact that composed particles are 
large in general due to the fact that they are the result of coagula- 
tion of silica particles with iron, should also explain that there 
is an optimum condition of size and magnetic field for which 
deposition occurs. 

O Nml  = z o6 o ° --x (a) 
+ Nnl i  = 20 .67  o xx 

x Nmi = 206 .76  o x 

0 Nmi = 2066 .7  f ' ~ x  

i 

A = 3n6e-5 ' Co) 
+ A = 3 .15e -3  

0 A = 3.15o-2 

-10 "5 X / a 0 

Fig. 6 (a) Magnetic field effect on composed silica particle trajectories 
(z = b); (b) particle size effect on composed silica particle trajectories 
in the midplane (z = 0) with Nml = 11,460 

Conclusion 
The deposition of silica colloidal particle in suspension in a 

supersaturated sil ica-iron solution onto magnetic and nonmag- 
netic probes has been investigated experimentally and theoreti- 
cally. The following conclusions are reached: (1) The long- 
range magnetic and inertia forces were found dominant over 
surface and adhesion forces; (2) in the absence of a magnetic 
field, inertia is more important than fluid drag and the silica 
particles tend to travel in almost straight paths; (3) with a 
magnetic field, the trajectory of a silica-only particle can be 
deflected away from the magnetic probe at a threshold magnetic 
number. But the sil ica-iron particles can be attracted toward 
the magnetic probe, more so at the poles than in the midsection; 
(4) the predictions explained and were in qualitative agreement 
with experimental results, namely, more deposit at the pole 
regions than in the midsection, less scale in the midsection of 
the magnetic probe than on the nonmagnetic probe, and more 
iron element in the composition of scale deposit at the poles 
than in the midregion of the magnetic probe. 
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New Radiative Analysis 
Approach for Reticulated Porous 
Ceramics Using Discrete 
Ordinates Method 
A novel radiative modeling technique using discrete ordinates has been developed 
for reticulated porous ceramics (RPCs) from experimental measurements of transmit- 
tance and reflectance on small samples of partially stabilized zirconium oxide 
( PS Zr02) and oxide-bonded silicon carbide ( OB SIC). The new technique defines 
and quantifies the direct transmittance fraction, fd, of a reticulated porous ceramic, 
demonstrates how it redefines the extinction process, and creates a new effective 
extinction coefficient, K~eff. This ultimately produces a modified form of  the radiative 
transfer equation ( RTE ) and an innovative discrete ordinates formulation to solve 
the RTE unique to RPCs. The direct transmittance modeling approach has been 
compared to a more conventional homogeneous modeling approach, in which the 
direct transmittance effects are essentially ignored and the RPC is treated as a 
homogeneous lump of material. The two modeling approaches yield identical results 
in predicting small test sample reflectances and transmittances. The direct transmit- 
tance technique does demonstrate explicitly, through a unique relationship between 
absorption coefficients in the two modeling approaches, the importance of scattering 
processes in enhancing the absorption mechanism in RPCs. It can also be an im- 
portant secondary modeling technique that imposes additional parameter constraints 
in an inverse analysis to help refine derived radiative coefficients. 

Introduction 
Reticulated porous ceramics (RPCs) are highly porous ce- 

ramics (i.e., porosity ~ 80 percent) with an open, weblike, 
dodecahedral internal structure with continuous void volume 
connecting adjacent pores. RPCs are typically characterized by 
their manufacturer in terms of ppi-rating (ppi is pores per linear 
inch) and pore diameter, which is generally inversely related 
to ppi-rating within an RPC material category. RPCs are being 
developed rapidly for advanced energy systems, such as ad- 
vanced porous combustion burners (Howell et al., 1995) and 
volumetric absorbers in solar thermal receivers and reactors 
(Skocypec et al., 1991 ). Knowledge of radiative modeling tech- 
niques for RPCs is critical to accurate modeling of radiative 
transport in anticipated high-temperature applications of future 
advanced energy systems. Very little past work has been done 
to date to develop or update radiative modeling techniques in 
RPCs. Skocypec et al. ( 1991 ) did some radiative modeling with 
alumina/mullite reticulated porous ceramics in solar energy ap- 
plications. 

The highly porous and open structure of RPCs creates com- 
plex electromagnetic scattering and interference patterns within 
the structure, which tremendously complicates radiative model- 
ing in these materials. In addition, the highly porous structure 
allows a certain fraction of incident radiative energy to transmit 
directly through the structure without any interaction with the 
structure. A novel radiative modeling technique has been devel- 
oped that effectively treats this complex radiative interaction by 
quantifying the direct transmittance fraction and incorporating it 
into a discrete ordinates formulation to predict experimental 
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reflectance and transmittance behavior in small RPC test sam- 
pies. In particular, this technique has been used to predict exper- 
imental transmittance and reflectance measurements on small 
samples of partially stabilized zirconium oxide (PS ZrO2) and 
oxide-bonded silicon carbide (OB SiC) (Hendricks, 1993 ). 

Direct Transmittance 
This new radiative modeling technique postulates an experi- 

mentally determined radiative property in RPCs called the direct 
transmittance fraction, fdt (Hendricks, 1993). The direct trans- 
mittance fraction essentially defines the fraction of incident radi- 
ative intensity that penetrates a depth, s, without any interaction 
with the RPC internal structure. This property is assumed to 
be isotropic because a given RPC sample has a homogeneous 
structure on a macroscale defined by a typical pore diameter in 
all directions. The quantity (1 - fdt) is then the fraction of 
radiative intensity that interacts with the RPC structure through 
normal absorption and scattering processes. Radiative experi- 
ments on PS ZrO2 and OB SiC have found that fd, obeys an 
exponential relationship: 

i , ' ,(s) 
f , ( s )  ------ - -  = To e x p ( - / 3 ,  s) (1) 

i'(0) 

where To and/3 are experimentally derived direct transmittance 
coefficients for the particular RPC (Hendricks, 1993). 

Figures 1 and 2 illustrate recent experimental data for fa, from 
transmittance tests on 10 ppi, 20 ppi, and 65 ppi PS ZrO2 and 
OB SiC. Hendricks (1993) describes in detail the experimental 
radiative technique for determining fat, and specifically the use 
of polarized films to eliminate forward-scattering contributions 
fromfa,. Figures 1 and 2 show that fat decreases significantly as 
ppi rating increases (i.e., pore size decreases ) and both materials 
become much more opaque. In addition, a given ppi-rating of 
PS ZrO2 has smaller direct transmittance fractions than a compa- 
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Fig. 1 Direct transmittance fraction versus depth in 10 ppi/20 ppi/65 Fig. 2 Direct transmittance fraction versus depth in 10 ppi/20 ppi/65 
ppi porous PS Zr02 ppi porous OB SiC 

rable ppi-rating of OB SiC. Visual inspection of  the two materi- 
als clearly shows that a given ppi-rating of OB SiC has larger 
pore diameters and a more open structure than a comparable 
ppi-rating of  PS ZrO2; thus, incident radiation experiences less 
structural blockage. This characteristic is determined by the 
manufacturing processes and material details unique to the 
RPCs used in this investigation [RPCs supplied by Hi-Tech 
Ceramics, Alfred, New York].  Figures 1 and 2 also show that 
f~, does not necessarily go to 1 as sample thickness goes to zero. 
This is indeed the case because there is a finite amount of 

structure at the front surface of  a reticulated porous ceramic 
that interacts with the incident radiation immediately at z = 0. 

Figures 1 and 2 also display several experimental data points 
at each depth because typically multiple ftt measurements were 
taken for each depth in a given sample (Hendricks, 1993). The 
data variation at each depth is then an indication of typical 
measurement error in fd, in this work. 

Values for To and/3 in Eq. ( 1 ) were derived from exponential 
curve fits to the experimental data in Figs. 1 and 2. Tables 1 
and 2 show the experimentally derived values of To and/3 for 

N o m e n c l a t u r e  

ax = spectral absorption coefficient, 
cm -l or m -1 

fa, = direct transmittance fraction 
L,,p = specific intensity in discrete ordi- 

nate direction m at point p ,  W /  
m2-#m-sr 

Ib = blackbody intensity in discrete 
ordinate direction m, W / m / - # m  - 
sr 

I~ = incident radiative beam intensity, 
W/m2-sr 

Ic = collimated beam intensity, W /  
m2-sr 

Ic .. . .  = maximum collimated beam in- 
tensity, W/m2-sr 

i~t(s) = directional radiative intensity 
that is directly transmitted at s, 
W/m2-sr 

if, = spectral directional radiative in- 
tensity, W/m2-#m-sr  

i~,.sc = spectral directional scattered in- 
tensity in Eq. (9) ,  W/m2-#m-sr  

i~b = blackbody radiative intensity 
p = porosity 

r = radial direction, cm or m Kx = 
s = path length, cm or m 

To = direct transmittance coeffi- Kx.~fr = 
cient 

ds = incremental path length, cm or K~ = 
m ~.= 

V~, = volume of radiative element, ~m = 

m 3 

Wm= discrete ordinate quadrature ~., = 
point weight for m direction 

z = depth dimension, cm or m ~r~ = 
a l  = angular differencing coeffi- 

cients defined in Carlson and • = 
Lathrop (1968) ¢ = 

/3 = direct transmittance exponen- 
tial attenuation coefficient. ~x = 
cm -1 or m -I co = 

2xr, 2xz = radial and in-depth node incre- 
ments, cm or m coc = 

6 = Dirac delta function 
6w = interpolation weighting factor coi= 
r/,~ = direction cosine of discrete or- 

dinates direction m dw = 

spectral extinction coefficient 
(ax + ~rx), m -1 
spectral effective extinction coef- 
ficient, m -j 
spectral optical depth 
wavelength, # m  
direction cosine of discrete ordi- 
nates direction m 
direction cosine of discrete ordi- 
nates direction m 
spectral scattering coefficient, 
cm -1 or m -l 
scattering phase function 
angle of  revolution around the 
axis 
scattering albedo = crx/Kx 
direction of a given radiative in- 
tensity 
incident direction of collimated 
radiative intensity 
incident direction of given radia- 
tive intensity 
solid angle of a given direction 
co, steradians or sr 
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Table 1 Least-squares exponential curve-fit coefficients for PS ZrO= Table 2 Least-squares exponential curve-fit coefficients for OB SiC 

Material T O fl Correlation 
Category (meter -l ) Coefficient 

10 ppi 0.4629 239.7 0.9602 

20 ppi 0.3209 380.0 0.9313 

65 ppi 0.2628 1336.0 0.9931 

Material T O B Correlation 
Category (meter q) Coefficient 

10 ppi 0.8686 239.3 0.9655 

20 ppi 0.4111 327.3 0.9722 

65 ppi 0.3706 842.2 0.9823 

PS ZrO~ and OB SiC, respectively. As expected, values of To 
decrease and values of fl increase significantly as ppi rating 
increases and the material becomes more opaque. 

Equation (1) generally describes how radiative intensity at- 
tenuates simply due to the structural blockage by the complex 
structure of pores and webs in an RPC. The direct transmittance 
fraction can be thought of as a two-dimensional attribute of the 
porous material that is different from the material porosity, 
which is a three-dimensional property. The two-dimensional 
alignment of the RPC structure determines f , ,  and materials 
of similar porosity can have many different two-dimensional 
alignments. Direct transmittance results in Figs. 1 and 2 demon- 
strate that 10 ppi, 20 ppi, and 65 ppi PS ZrO2 and OB SiC can 
have dramatically different direct transmittance factors, while 
they all have approximately the same material porosity (i.e., p 

80-85 percent). Of course, one could also argue that Eq. 
( 1 ) indicates that fa, is a one-dimensional attribute in the sense 
that it is only a function of distance along a path, s, and is 
assumed to be isotropic. In any event, the direct transmittance 
coefficients represent additional radiative properties, which 
must be independently quantified (i.e., measured) for a given 
RPC material and ppi-rating when analyzing radiative transfer 
within RPCs. Fortunately, the structure of each given RPC is 
homogeneous enough that direct transmittance coefficients do 
not vary appreciably for a given ppi-rating or pore diameter, 
and the material is isotropic within a given specimen so that 
properties are independent of incident radiation direction. 

Modification of  Radiative Transfer  Equat ion 
The impact of Eq. ( 1 ) on radiative transfer in porous ceramics 

is to modify the attenuation of a radiative intensity in any given 
direction compared to normal radiative transfer in participating 
media. Siegel and Howell (1992) present the fhndamental math- 
ematical development of the radiative transfer equation for ho- 
mogeneous, nonporous materials. This section will present the 
detailed mathematical arguments leading to modifications in 
the basic radiative transfer equation from direct transmittance 
effects of RPCs and the subsequent definition of K~.eff. The 
basic assumptions are those associated with the radiative trans- 
fer equation plus the assumption of an isotropic, homogeneous 
structure in RPCs. 

Direct transmittance effects in RPCs are essentially a result 
of the RPC porous structure creating a relatively predictable 
amount of structural blockage as a given intensity travels 
through it. The radiative transfer analysis begins by considering 
a specific spectral intensity, i~(s),  traveling in a given direction 
along a path length, As, within the RPC structure. Figure 3 
illustrates the geometry and radiative intensities in this analysis. 
The direct transmittance fraction, f , ( A s ) ,  is that fraction of 
energy (or intensity) that is directly transmitted through the 
RPC structure without any interaction or blockage from the 
structure. The direct transmittance fraction for As is: 

fl ,(As) = To exp( - f lAs )  (2) 

where To and fl are experimentally determined direct transmit- 
tance coefficients for a given RPC. 

As the specific spectral intensity travels along its path, As, 
the amount of change in intensity just  due to the porous struc- 
ture blockage and no other attenuation is given by: 

di~,p,(As) = - f , ( O ) i ~ ( s ) [ 1  - exp( - f lAs ) ]  (3) 

where/3 and let(0) = To are experimentally determined direct 
transmittance coefficients. This expression explicitly accounts 
for the fraction of energy undergoing structural blockage and 
not the fraction subject to emission, absorption, or scattering 
processes during intensity interaction with the structure. 
The fraction of energy subject to absorption and scattering pro- 
cesses during interaction with the structure is given by (1 - 
To) i[(s) .  Figure 3 shows these two components explicitly bro- 
ken out at path point s. 

M e d i u m  

/ 

i'k(S) ~ . ~ / + d s  

(1 To) i ' ~ ( s ) ~  

i 'x(s+ds) 

Fig. 3 Radiative transfer analysis in one direction in absorbing, emitting, 
and scattering porous medium 
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The change in intensity, di~.p~(As), due to porous structure 
blockage as As ~ 0 then becomes: 

di~.p,(ds) = -To/3i~(s)ds (4) 

This same expression applies to that portion of an incident 
collimated beam subject to porous structure blockage as it enters 
the RPC front surface. 

The total change in intensity, di~(ds), from all radiative 
processes in incremental distance, ds, is then due to absorption, 
scattering out of the given direction, porous structure blockage, 
blackbody emission into the given direction, and scattering into 
the given direction from all other directions. Using Eq. (4) 
and the mathematical formulation of terms given in Siegel and 
Howell (1992), Chap. 14, this is mathematically expressed as: 

di~ 
= - [ ( a x  + crx)(1 - To) + To/3]i~(s) 

ds 

+ a~ixb(s) + ~ f i~(s, 03,)~(h, w,, 03)d03i (5) 
¢w i 

Equation (5) now allows easy identification of the effective 
extinction coefficient, K×.~ff, resulting from absorption effects, 
scattering effects, and porous structure blockage (i.e., direct 
transmittance) effects. Kx,ore is found to be a function of absorp- 
tion and scattering coefficients, and direct transmittance coeffi- 
cients in Eq. (1),  through the relation: 

K×,off = (ax + ax)(1 - To) + Toil (6) 

Equation (6) defines how the sources of attenuation in RPCs 
are distributed in the overall effective extinction coefficient for 
these materials. The combination of both To and/3 in the second 
term determines how strong a role porous structure blockage 
and direct transmittance effects play in the overall extinction 
process and corresponding extinction coefficient. Of course, 
smaller values of To, for a given value of/3, dictate that normal 
absorption and scattering coefficients will more adequately de- 
scribe the overall extinction process. 

Some special cases are evident by considering Eq. (6).  If 
there are no direct transmittance effects and To = 0, then Kx.~ff 
reverts back to the normal definition of Kx = ax + a~. This is 
one way to analyze reticulated porous ceramics as a normal, 
homogeneous material. This effectively lumps all the radiative 
processes into the normal definition of extinction coefficient. 
The absorption and scattering coefficients in this type of homo- 
geneous model are then effective coefficients, accounting for 
both ceramic structure and pore effects in the RPC. 

One additional interesting situation occurs when/3 = 0 and 
To > 0. This combination describes the extinction process in a 
material that possesses a uniform structure in depth such that 
there is no additional structural blockage after the initial 
blockage at the surface. The value of To describes the initial 
structural blockage at the surface. This initial blockage and the 
fraction of intensity involved with the blockage would not 
change with depth. 

The modified Radiative Transfer Equation (RTE) applicable 
for porous ceramics is then developed by replacing Kx with 
Kx,eff in the basic RTE equation, since Kx,ef f applies to each 
direction of interest: 

collimated beam models are then modified by replacing Kx with 
gh,eff : 

Ii(r, z) = /~(r) exp[-Kx.,efz] (8) 

The actual intensity in the RTE can then be expressed as a 
sum of the scattered intensity and the incident collimated inten- 
sity appropriately attenuated with depth (Jendoubi et al., 1993; 
Modest, 1993; Kim and Lee, 1989): 

i[(r, z) 

= i[.sc(r, z) + [hx( r )  exp(-Kx,¢ffz)]6(w~ - 03). 

Equation (9) is then substituted into Eq. (7)  to yield: 

(9) 

[~'V q- Kx,e f f ][ i~ ,sc(KX)  + [Ih,c e x p ( - K h , e f f Z ) ] ~ ( 0 3 c  - 0J)] 

°~ f4 = axixb(Kx) + ~ [i~,~(K~, 03i) + 

[Ix.c exp(-Kx,~ffz)]6(03,. - 03i)]OO(h, 03, ovi)d03i (10) 

Equation (10) can now be manipulated and modified for any 
user-specific application and serves as the starting point for 
developing any discrete ordinates methodology. This work fo- 
cused on collimated radiative beams incident on cylindrical 
samples so cylindrical coordinates were used. Manipulating Eq. 
(10) for reticulated porous ceramics in cylindrical coordinates 
with circumferential symmetry creates one form of the modified 
RTE for discrete ordinates formulation: 

# Or r O~b 
-~ ~ L .~- Kx,eff 1 

Oz 3 

0 
+ /z ~ r  [Ix.c(r) exp(-gx.effZ)]6(03c -- 03) 

= S ( r , z , ~ )  (11) 

wi~:  

S(r, z, w) 

= a~i×b(Kx) + ~ I~,~(r) exp(-K~,offz)~(k, 03, we) 

+f4~  i~'sc(Kx'wi)69(k'03'°o~)d03i] (12) 

The second term on the left-hand side of Eq. ( 1 1 ), involving 
the derivative with respect to r of the collimated intensity contri- 
bution, typically does not show up in a discrete ordinates formu- 
lation to solve the RTE. This is because there is usually not 
a specific discrete ordinates direction associated with the 03c 
direction, so the Dirac delta function cancels this term in the 
discrete ordinates implementation. 

~"  Vi~(K~) + Kx,effi~(Kx) 

:4 i~(Kx, tOi)6P(h, W, 03i)d03i (7) = a×ixb(Kx) + 47rff-'L . 

A collimated incident beam, being a unidirectional intensity, 
can also be effectively analyzed and modeled as discussed above 
as it penetrates the porous structure. Equation (6)  then also 
applies as the effective extinction coefficient for attenuation of 
any incident collimated beam intensity, li(r, z). Incident 

Discrete Ordinates Methodology 
Equation ( 11 ) can now be manipulated as described in Five- 

land (1987, 1988) and Jendoubi et al. (1993) to produce the 
discrete ordinates approximation of the RTE applicable to retic- 
ulated porous ceramics. At each control volume for each radia- 
tive intensity direction m in discrete ordinates radiative models, 
Eq. ( 1 1 ) is multiplied by 27rrdrdz and integrated over a typical 
cylindrical control volume. The resulting finite control volume 
form of the RTE is: 
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Iz,,(Aelm.~ - Awlm.w) + ¢m(ANL,,.N -- Asl,,.s) 

+ (AE -- Aw) Otm+lnLn+~/2.p - Olm-l/2i,,-l/2,p 
W m  

= -Kx,~erVvl.,,v + a×Vvl<p + Vpax f lm',p'~(&i, w)&oi 
~ 4  7r 

(13) 

where I,,,,p is the intensity in the m direction at point p. Im.N, 
Ira.S, Ira.e, and Im.w are the radiative intensities at the correspond- 
ing north, south, east, and west boundaries of the control vol- 
ume, respectively. AN, As, At ,  and Aw are corresponding bound- 
ary surface areas of the control volume. In the typical discrete 
ordinate formulation, the integral over solid angles c0~ in Eq. 
(13) is replaced by a numerical quadrature sum with an appro- 
priate discrete ordinate quadrature weight, w~,, assigned to the 
m'  discrete ordinate direction. In order to solve for the set of 
discrete ordinate intensities explicitly, l,,.t, is related to Ime, l,,,w, 
IroN, and Ins by a spatially weighted interpolation scheme as 
described in Fiveland (1987, 1988) and Jendoubi et al. ( 1993 ); 
this is typically the "diamond difference" interpolation scheme 
of Carlson and Lathrop (1968). The resulting expression is 
explicitly solved for Ira.p, yielding: 

im.p = ~mAImw + ~mBIms + Flm-l/2.p + KVpSm (14) 
#,,,Ae ~..AN (Ae - Aw)ot,n+l/2 
- -  + + + KofrVp 

6w 6w Wmrw 

where: 

(1 - 6w) 
A = - - A e  + Aw 

6w 

(1 - &) 
B - - A u  + As 

6w 

(Ae - Aw) [ ( 1 -  rw) ] 
wZ( ~w a,,.+1,2 + a..-1/2 

f~ 
S,, = (1 - f~)Ib(Tp) + ~ [Ix.c(r) exp(-Kx.effZ) 

M 

× ~(k,  Win, ~c) + ~ l,,.p~(m', m)w,,,] (15) 
m ' = l  

All quantities in Eqs. (14) and (15) are on a spectral basis. 
The role and importance of Kx.o, in the discrete ordinates 

formulation for RPCs is clearly apparent in Eqs. ( 11 ) and (14). 
It plays the same role as a normal extinction coefficient defining 
the total attenuation of a given intensity along a path length, 
and mathematically occupies the same position in the RTE. 
However, the sources of attenuation in a RPC are explicitly 
delineated according to Eq. (6) and inherently connected to the 
porous structure direct transmittance, fat. 

R a d i a t i v e  M o d e l i n g  A p p r o a c h e s  

The definition of Kx,ff suggests two different radiative model- 
ing approaches in reticulated porous ceramics. The first ap- 
proach would simply set To = 0 in Eq. (6),  ignore the RPC 
direct transmittance, and consider the RPC as a homogeneous 
lump of material. Absorption and scattering coefficients in this 
approach would then be considered effective coefficients im- 
plicitly accounting for RPC direct transmittance effects. This 
homogeneous (HM) modeling approach was used in the inverse 
radiative analysis work of Hendricks (1993) and Hendricks 
and Howell (1994, 1996) to recover absorption and scattering 
coefficients and phase function behavior from experimental re- 
flectance and transmittance data on small test samples. Hen- 
dficks and Howell (1994, 1996) present the inverse analysis 

methodology and results and give the uncertainties in the recov- 
ered coefficients of: (a)  _+ 18 percent in absorption coefficients 
and _+20 percent in scattering coefficients for PS ZrO2 RPCs, 
(b) +_11 percent in absorption coefficients and _+7 percent in 
scattering coefficients for OB SiC RPCs. 

The second approach is to use the To and/3 values in Tables 
1 and 2, and account explicitly for the RPC direct transmittance 
effects in the radiative attenuation process. Direct transmittance 
effects are separated explicitly from the absorption and scatter- 
ing coefficients in this approach. Absorption and scattering coef- 
ficients then represent coefficients more directly associated with 
the RPC materials and internal structure, since the effect of the 
medium within a pore (i.e., room temperature air) was generally 
negligible in this investigation. 

The direct transmittance (DT) modeling approach was inves- 
tigated and compared with the homogeneous (HM) modeling 
approach in the inverse radiative analysis work of Hendficks 
(1993) in retrieving absorption and scattering coefficients and 
phase function behavior from experimental reflectance and 
transmittance data. Tables 3 and 4, for example, show a compar- 
ison of absorption and scattering coefficients retrieved using 
both approaches in 10 ppi PS ZrO2 and OB SiC porous ceramics. 
This work discovered a consistent relationship at all wave- 
lengths between absorption and scattering coefficients derived 
from the two modeling approaches. By inspection of Eq. (14), 
if Koff in direct transmittance modeling and K in homogeneous 
modeling are equal, and furthermore if the two modeling ap- 
proaches have the same (K~2) product, then both modeling ap- 
proaches will calculate the exact same intensity. Therefore, the 
absorption and scattering coefficient relationship resulted from 
satisfying the following radiative property conditions between 
the two models: 

(a[  + ~r[)(1 - To) + To~3 = ax + Ox 

(a~ + c r ~ ) ~  = (ax + ¢~)f~x = ~r~ = cr~ (16) 

where the primed variables are those in the direct transmittance 
modeling, and unprimed variables are the corresponding quanti- 
ties in the homogeneous modeling. The equality between the 
scattering coefficients produced a relationship between absorp- 
tion coefficients in the two modeling approaches: 

af, = a× + To(ax - fl) (17) 
( 1  - To) 

The reader is referred to Hendricks (1993) and Hendricks and 
Howell (1996) for the actual radiative properties (a~, a 0  deter- 
mined using the homogeneous modeling approach. Equation 
(17) exhibits consistency between the modeling approaches 
such that as To ~ 0 and direct transmittance effects are either 
ignored or do not exist, then a[  ~ ax and the modeling reverts 
back to the homogeneous description. It should also be noted 
that generally ~2~ and ~x in Eq. (16) are not equal. 

These coefficient relationships were determined to hold in- 
variably at all wavelengths for both PS ZrO2 and OB SiC (See 
Tables 3 and 4 as examples) when both radiative modeling 
approaches produced equivalent results in predicting experi- 
mental reflectances and transmittances. Absorption coefficients 
in direct transmittance (DT) modeling were therefore larger 
than those from homogeneous (HM) modeling, and had an 
absorption-.enhancing contribution from scattering effects repre- 
sented by the second term in the numerator of Eq. (17). One 
reason for this is that direct transmittance absorption coeffi- 
cients, unlike homogeneous absorption coefficients, did not in- 
clude the effect of physically nonexistent absorption in the void 
volumes inside the porous ceramic structure. In addition, the 
second term in the numerator of Eq. (17) shows explicitly the 
otherwise hidden importance of scattering processes in aug- 
menting the absorption mechanism within a RPC. Scattering 
processes in the RPC provide multiple additional opportunities 
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Table 3 Absorption and scattering coefficients for homogeneous (HM) 
modeling and direct transmittance (DT) modeling in PS ZrO2 (To = 0.4629, 
/~ = 239.7) 

Wavelength a a a x' fix a×' a x' * 
(~m) HM DT HM DT (Eq. 17) 

[m -1] [m -1] [m -11 [m -1] [m -11 

0.4 60.9 266. 408. 403. 256. 

0.6 13.5 401. 681. 677. 404. 

0.8 5.9 392. 689. 682. 395. 

1.2 1.1 384. 685. 690. 388. 

1.6 1.6 361. 660. 658. 364. 

2.0 8.0 343. 623. 617. 343. 

2.4 23.9 308. 551. 546. 311. 

2.8 68.4 331. 480. 474. 332. 

3.2 93.1 416. 523. 518. 415. 

3.6 i 80.9 356. 483. 477. 358. 
! 

4.0 i 70.5 327. 471. 465. 328. 

4.5 68.5 323. 463. 467. 322. 

5.0 68.8 322. 4 6 4 .  464. 321. 

* Note: Calculated Values of a x' Use Average Value of %' and o x 

Table 4 Absorption and scattering coefficients for homogeneous (HM) 
modeling and direct transmittance (DT) modeling in OB SiC (To = 0.8686, 
3 = 239.3) 

Wavelength a x a x' o x a x' a×' * 
(~m) HM DT HM DT (Eq. 17) 

[m -t] [m -11 [m q] [m -l] [m -1] 

0.4 66.9 2087. 479. 478. 2090. 

0.6 59.8 2087. 482. 487. 2076. 

0.8 68.6 2096. 473. 478. 2083. 

1.2 72.9 2120. 472. 476. 2106. 

1.6 77.1 2117. 467. 471. 2105. 

2.0 79.3 2143. 467. 472. 2125. 

2.4 85.1 2180. 477. 471. 2199. 

2.8 95.7 2502. 508. 508. 2505. 

3.2 94.0 2520. 509. 508. 2495. 

3.6 98.9 2512. 512. 505. 2532. 

4.0 102. 2564. 512. 510. 2572. 

4.5 105. 2584. 510. 509. 2585. 

4.9 97.8 2581. 524. 517. 2603. 

* Note: Calculated Values of a x' Use Average Value of a x' and a x 

for more radiative absorption and effectively shorten the mean 
free path before absorption. 

One important utility of direct transmittance modeling was 
actually during the inverse analysis process. Inversion results 
for both homogeneous modeling and direct transmittance mod- 
eling could be directly compared to determine how closely Eqs. 
(16) and (17) were satisfied. In a sense, Eqs. (16) and (17) 
were additional conditions to establish how well the inverse 
analysis did in recovering absorption and scattering coefficients 
which produced acceptable predicted results for the experimen- 
tal reflectances and transmittances. If the comparison was unsat- 
isfactory, additional inverse analyses adjusted and refined the 
coefficient combinations to produce more consistent results and 
better predictions for the experimental data. 

It was anticipated beforehand that using the direct transmit- 
tance approach would alter phase function behavior, in addition 
to producing different radiative coefficients, in the inverse anal- 
ysis modeling work of Hendricks (1993). Because this ap- 
proach at least partially accounted for direct transmittance ef- 
fects in the effective extinction coefficient, K×.eff, it was thought 
initially the phase function should adjust accordingly. Results 
of the inverse analysis, however, did not support this viewpoint. 
Instead, it was found consistently, at all wavelengths and for 
both 10 ppi PS ZrO2 and 10 ppi OB SiC, that optimum inverse 
analysis solutions had phase functions that remained the same 
between direct transmittance modeling and homogeneous mod- 
eling. This occurred because K×.eff really represented a method 
of allocating, or distributing, the different sources of radiative 
attenuation on a given intensity in a specific direction, and did 
not necessarily dictate how radiation is directionally scattered 
throughout the hemisphere via the phase function. 

One caution that must be recognized is that thin samples 
(e.g., 0.6 cm) of 10 ppi materials (in Figs. 1 and 2) do tend to 
stretch the continuum assumption implicit in the RTE because 
there are so few pores contained in the short distance. 10 ppi 
reticulated porous ceramics therefore must be considered as a 
limiting case for direct transmittance modeling using 0.6 cm 

thick samples, and one might consider alternative modeling 
(e.g., homogeneous modeling) for 5 ppi materials or other mate- 
rials with larger effective pore diameters. However, as evi- 
denced by properties in Tables 3 and 4 and those presented in 
Hendricks and Howell (1996), consistent results were obtained 
with 10 ppi materials relative to smaller pore diameter materials 
(i.e., 20 ppi and 65 ppi materials), which better satisfy the 
RTE continuum assumption. Therefore, as with other physical 
mechanisms and processes, the basic assumptions can be ex- 
tended somewhat to achieve workable solutions and insights to 
previously vague and little understood problems. 

C o n c l u s i o n s  

This work has shown the direct transmittance fraction, fJt, 
is a measurable and quantifiable attribute in RPCs. It follows 
predictable exponential attenuation and is characterized by di- 
rect transmittance coefficients, which represent additional radia- 
tive properties for a particular RPC. Direct transmittance effects 
modify the definition of the normal extinction coefficient in 
RPCs, resulting in an effective extinction coefficient, K×.eff. K×.eff 
explicitly redefines how the different sources of attenuation are 
distributed in the extinction process within RPCs. By redefining 
the extinction process, the new K~.eff ultimately modifies the 
basic Radiative Transfer Equation. This creates an innovative 
discrete ordinates formulation for solving the RTE unique to 
RPCs. 

The relationship for Kx,eff suggests that two radiative model- 
ing approaches are possible with RPCs. One approach is homo- 
geneous (HM) modeling in which RPC direct transmittance 
effects are ignored (To = 0) and the RPC treated as a homoge- 
neous lump of material. The second approach, direct transmit- 
tance (DT) modeling, explicitly accounts for direct transmit- 
tance effects in Kx.,ff. These two modeling approaches give 
equivalent results for reflectance and transmittance predictions 
as long as specific relationships between absorption and scatter- 
ing coefficients in the two approaches are satisfied. A major 
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benefit of direct transmittance modeling is that it explicitly dem- 
onstrates the important role scattering processes tacitly play in 
enhancing absorption mechanisms within RPCs. It uncovers 
the fact that scattering processes within RPCs provide multiple 
additional opportunities for more absorption and effectively 
shorten the mean free path for absorption. Another important 
utility of direct transmittance modeling is that when DT inverse 
analysis results are compared with HM inverse analysis results, 
additional conditions are created on the inversion results that 
can be used to further refine coefficient combinations to produce 
better predicted results for the experimental data. 
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The Absorptance of Infrared 
Radiation by Methane at 
Elevated Temperatures 
In large-scale fires and flames, radiative transport can be an important factor de- 
termining the rate of  fuel volatilization and flame spread in condensed fuels, and in 
general can affect the amount of soot that is produced by the flame. The radiant flux 
can be significantly attenuated by core hydrocarbon gases that have absorption 
features in the infrared. The spectral absorptance of the v3 (centered at approximately 
3020 cm -l) and v4 (centered at approximately 1306 cm -l) fundamental bands of  
methane were measured at elevated temperatures. The measurements were made 
using a FTIR spectrometer coupled to a gas cell that was maintained at a constant 
temperature in a furnace. The partial pressure of  the methane was varied between 
5 and 95 percent, yielding pressure path lengths between 1.14 and 21.72 atm-cm. 
The total pressure was maintained at I arm. Measurements were made at temperatures 
between 296 and 900 K. The effect of  spectral resolution on the measurements and 
derived parameters was examined. Spectral resolutions between 4 and 32 cm -1 were 
used. The spectral mean parameters of  line strength and line shape were determined 
for the Elsasser narrow band radiation model using the data taken at a resolution 
of  4 cm -1. The band model parameters were incorporated into RADCAL, a narrow 
band model used to predict spectral intensity and transmittance. The results are 
compared with lower resolution predictions and experimental spectral transmittance 
data. Tabulated narrow band parameters are available on the Internet (WWW) at 
URL http: //www.me.utexas.edu/~combust/students/paul/research. 

Introduction 

In large-scale fires, heat feedback from the flame to the fuel 
surface is dominated by radiation and is therefore the primary 
mechanism determining fuel burning rates. Heat feedback to 
the fuel surface volatilizes the condensed fuel, which in turn 
forms a cool, hydrocarbon-rich core between the flame and the 
fuel surface. As these core gases react, heat is released, and the 
self-sustaining cycle of the fire continues. The core gases are 
an important part of the heat transfer process controlling the 
fire spread rate in that they absorb radiant energy from the 
flame. Therefore, if accurate predictions of flame spread rates 
are to be made, the radiative properties of these gases must be 
known over a wide range of thermodynamic conditions. Before 
exploring the radiative properties of more complex hydrocar- 
bons formed in condensed fuel combustion, it is worthwhile to 
characterize more common hydrocarbon species. 

Methane is a common hydrocarbon species found in combus- 
tion environments, and is the focus of this work. It has three 
primary regions of absorption in the infrared: the v3 fundamental 
centered at approximately 3020 cm -~ , the v4 fundamental cen- 
tered at 1306 cm -1, and the Vl + v4 combination centered at 
approximately 4220 cm -~ . As the temperature increases, the v3 
and v4 fundamentals become the most significant absorption 
regions (Lee and Happel, 1964), while several other weak 
bands begin to appear. 

Methane is found in combustion environments, and is also 
important in atmospheric studies and its spectral nature has 
therefore received a considerable amount of attention. Varanasi 
( 1971 ) investigated the line structure of the v3 band under mod- 
erately high resolution (0.1-0.5 cm -1 ) to identify individual line 
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shapes and positions at room temperature, under self-broaden- 
ing conditions, in addition to broadening by He, Hz, N2, 02, 
and air. Those results revealed that collision-broadened lines in 
the v3 fundamental can be accurately represented by a Lorentz 
profile. Finkman et al. (1967) calculated the integrated band 
intensity of the v3 fundamental using low-resolution spectral 
transmittance data and the Goody statistical narrow band model. 
Ko and Varanasi (1977) used moderately high resolution (0.2 
cm -1 ) spectral transmittance measurements to study individual 
line characteristics within the v4 fundamental. They measured 
the (apparent) absorption coefficient of individual multiplets 
and summed them across the band to obtain the integrated inten- 
sity. Lee and Happel (1964) presented correlations for total 
band absorption in several important IR bands as functions of 
temperature and pressure path-length based on low-resolution 
spectral absorptance measurements. Brosmer and Tien (1985) 
applied the Elsasser narrow band model to their low-resolution 
spectral absorptance measurements and presented narrow band 
correlations for the v3 and v4 fundamentals. Brosmer and Tien 
(1987) studied horizontal PMMA (plastic) pool fires by divid- 
ing the fire into two zones: a hot reaction zone and a cool fuel- 
rich core. In their analysis of the fuel core, which assumes a 
uniform temperature of 900 K and gray gas properties, they 
estimated that this region is responsible for attenuating 25-35 
percent of the incident radiant flux. 

Grosshandler (1977, 1979, 1993) presented a narrow band 
model (RADCAL) that predicts the spectral intensity and trans- 
mittance along a nonhomogeneous line of sight, based on both 
modeled and tabulated spectral absorption data for several gases 
commonly found in combustion environments. Previously, the 
parameters for methane that were used in RADCAL were based 
on spectral absorptance measurements taken at a resolution of 
approximately 150 cm -1. 

In the present study, measurements of the v3 and v4 funda- 
mental bands were made using higher resolution data than were 
previously specified in RADCAL. The effect of instrument reso- 
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lution and gas temperature on the measured and correlated spec- 
tral parameters of the v3 and v4 fundamental bands was investi- 
gated for a wide range of pressure path lengths. The higher 
resolution data are correlated in terms of the Elsasser narrow 
band model based on the analysis of Brosmer and Tien ( 1985 ), 
and incorporated into RADCAL. The use of the present data in 
RADCAL is validated through comparison with experimental 
spectral transmittance data. Comparisons are made, over a wide 
range of conditions, between predictions of spectral transmit- 
tance based on higher and lower resolution data. 

The measurements taken in this study are not at as high a 
resolution as measurements by Varanasi (1971) and Ko and 
Varanasi (1977). However, measurements at 4 cm -~ are at 
sufficient resolution to identify individual lines in the P and R 
branches of the v3 fundamental. In addition, the use of 4 cm -1 
resolution measurements for the correlation of narrow band 
parameters in RADCAL shows an improvement over the mea- 
surements that were used previously. In some respect, the nar- 
row band parameters specified in this study are not rigorously 
narrow band parameters. As it will be shown, the spectral reso- 
lution is finer than the line spacing for the bands, and the correla- 
tions are effectively line resolved. Even for these line resolved 
measurements, the Elsasser correlation is shown to provide a 
very good correlation. When coupled with the RADCAL pro- 
gram, these measurements provide a means of predicting the 
line-by-line properties of a gaseous combustion mixture over a 
range of pressures and temperatures. This represents a novel 
tool for both heat transfer radiative transfer calculations and 
combustion diagnostics development. 

Experimental Apparatus and Measurements 
In the present study, the spectral absorptance of methane was 

measured at various temperatures and pressure path lengths 
using a Nicolet model 550 FTIR spectrometer coupled to an 
external gas cell that was enclosed in a furnace. Figure 1 shows 
the experimental setup. The gas cell was constructed of stainless 
steel tubing. BaF2 windows placed on each end defined a fixed 
optical pathlength of 22.9 cm. Portions of the optical path were 
purged to minimize the presence of H20 and CO/. The absorp- 
tion by these gases was small enough to be effectively normal- 
ized out of the CH4 measurements. The methane was diluted 
with nitrogen so that different concentrations could be examined 
while the total pressure was maintained at approximately 1 atm. 
The gases were mixed inside a manifold and flowed through 
the cell at a constant rate; the relative concentration of each gas 
was maintained by a series of rotameters located in the manifold 
upstream of the cell. Two rotameters were used to control the 
methane stream so that the partial pressure could be varied 
between 0.05 and 0.95 atm, providing a range of pressure path 
lengths between 1.14 and 21.72 atm-cm. The temperature of 
the gas mixture was monitored with thermocouples that were 
placed in inlet and outlet streams of the cell. The two thermo- 
couples were used to ensure that a uniform temperature profile 
was maintained along the length of the cell. Measurements were 
made at temperatures of 296, 600, and 900 K and spectral 
resolutions of 4 cm -~ and 32 cm -1 . 

Uncertainties in the experimental parameters were consid- 
ered, and the results of a sequential perturbation uncertainty 
analysis are presented in the Results and Discussions section to 
clarify the effects of the experimental uncertainties on the nar- 
row band parameters. The temperature variation in the channel 
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Fig. 1 Experimental configuration 

was minimized through the use of a radiation shield and by 
controlling the total gas flow rate. All temperature inhomogenei- 
ties within the channel were kept below the experimental uncer- 
tainty associated with the thermocouple measurements ( _+2 per- 
cent). C.P. grade methane, which specifies a purity of 99.1 
percent, and prepurified grade nitrogen, which specifies a purity 
of 99.998 percent, were used. 

Experimental Analysis 
Figure 2 shows the effect of instrument resolution on spectral 

absorptance. The figure compares the spectral absorptance of 
the v3 band measured at 4 and 32 cm -1 resolution at a tempera- 
ture of 296 K. Absorptance is defined as: a~ = 1 - I/Io. The 
absorption of the ith band, Ai, defined as the area under each 
curve can be used as a measure of the net energy absorbed by 
the gas. The difference in resolution between 4 cm -1 and 32 
cm -l does not affect this value. If one is interested only in 
calculating total gas parameters, then the low-resolution mea- 
surements are adequate, and may be preferable from a computa- 
tional standpoint. The band absorption for the v3 and v4 funda- 
mentals at a resolution of 4 cm -1 and pressure path length of 
8.0 atm-cm is given over a range in temperatures in Table 1. 
These data are in good agreement with the results of Lee and 
Happel (1964) who used lower resolution measurements than 
those in the present study. In combustion situations, more than 
one participating species is typically present, and detailed spec- 
tral data are necessary to account for the regions where absorp- 
tion bands from different gases overlap. For this reason, data 
collected at higher resolutions are desirable for the narrow band 
model correlations. 

Narrow band radiation models correlate spectral data in terms 
of two band average parameters: the line strength ( S J ~ )  and 
line shape ( yJ6~) ,  where S~ is defined as the line intensity, 
y~ is the line half-width and 6~ is the line spacing. Previous 
researchers (Lee and Happel, 1964; Brosmer and Tien, 1985) 
have determined that the v3 and v4 fundamentals are best corre- 
lated by the Elsasser model, which assumes a uniform spacing, 
intensity, and width of individual rotational lines within each 

Nomenclature  

a~ = 1 - T~ absorptance 
T~ = I/Io = transmittance 

X = PmL = pressure path length, atm- 
cm 

a( T)  = f ~, S J  6~dw = integrated inten- 
sity 

SJ6~ = line strength parameter, atm -~ 
cm -|  

7J6~ = line shape parameter 
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Fig. 2 Spectral absorptance at T = 296 K, PTOT = 1 atm; Path length = 
22.9 cm, methane partial pressure = 0.25 atm 

vibrational absorption band (Elsasser, 1938). In addition to the 
v3 band, centered at approximately 3020 cm -1 , Fig. 2 shows two 
weak bands that overlap the P-branch. Examining the higher 
resolution data, with the exception of the somewhat varying 
line intensity, the spectral characteristics of the v3 band are well 
approximated by the assumptions of the Elsasser model, and it 
was found to adequately correlate the present results. 

Brosmer and Tien (1985) have shown that for the Elsasser 
model, the line strength parameter can be expressed as: 

( e r f - l a , )  2 
$36~ = 

27rX ( y J 6~) 

(erf -1 a,o)2 ( 1 ) 

where a~ is the experimentally determined spectral absorptance 
and X is the pressure path length. 

The integrated band intensity, a (atm -1 cm-2), is defined as 
the spectral integral of the line strength parameter: 

a(T)  = f,o SJ6,odw (2) 

The integrated intensity must be known before the band parame- 
ters can be derived. Once it is known, the line shape parameter 
is determined iteratively through Eqs. (1) and (2). One method 
of determining the band intensity (Finkman et al., 1967) is to 
integrate the measured spectral absorption coefficient: 

cKT) = lim f - I n  (T~) d~  (3) 
X--~0  ' / w  X 

in the limit as the pressure path length, X, approaches zero, 
where the spectral transmittance, T~ = I/Io, is the fraction of 
transmitted radiation at each wavenumber. One of the goals of 
this investigation was to provide a set of narrow band parame- 
ters compatible with the formulation of RADCAL. In doing so, 
the basic methodology of Brosmer and Tien was followed. 
Thus, while the dependence of the integrated band intensity 
on temperature was available from the present experimental 
measurements, the requirement of compatibility with the previ- 
ous work in RADCAL required the assumption that the inte- 
grated band absorption varies inversely with the temperature: 

a(T)  = aoTo/T (4) 

The integrated intensity has been experimentally measured at 
room temperature in previous studies (Finkman et al., 1967; 
Ko and Varanasi, 1977), and is in fact independent of any band 
model. In this analysis, the integrated intensity of the v3 and v4 
fundamentals were assumed to be 290 atm -j cm -z and 145 
atm ~ cm -2 at STP, again based on their use in the development 
of RADCAL. 
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The line shape parameter was assumed to be of the form: 

: \~/o\ P~ / \to/ (5) 

where Pe = Pr + (B - 1 )Pro is the effective pressure, Pv is the 
total pressure, and P,,, refers to the partial pressure of methane. 
The parameter B is the self-broadening coefficient for which a 
value of 1.3 was used in this study based on the results of 
Brosmer and Tien (1985) and Burch et al. (1962). The sub- 
script 0 denotes the reference state at which To = 296 K. The 
line shape parameter for each band was determined to be: 

y /6  = O.0256(1.075/Pe)I'9(T/296) 1"48 U 3 fundamental (6) 

y /6  = O.0363(1.135/Pe)"7(T/296) I'°8 u4fundamental (7) 

The constants a and b were evaluated by specifying a best-fit 
curve, which satisfied both the experimental absorptance data 
and the integrated intensity values. 

Results and Discussion 
It was shown in Fig. 2 how instrument resolution can affect 

the measured spectral absorptance. In addition to affecting mea- 
sured parameters, the resolution of the data plays a significant 
role in the narrow band model parameters. Figure 3 shows the 
line strength parameter calculated from data taken at a resolution 
of 4 cm -~ and compares it with the same parameter as it is 
currently used in RADCAL, which was calculated from data 
taken at a resolution of approximately 150 cm -~ . This figure 
demonstrates the ability of the Elsasser model to represent the 
v3 fundamental. The manner with which the line strength param- 
eters coincide over a wide range of pressure path lengths is an 
indication of its applicability. This result was to be expected; 
by examining Eq. (1) the pressure path length is normalized 
out of the expression for (S,J6~). As was the case with the 
band absorption A~, spectral resolution does not affect the inte- 
grated band intensity. Spectral resolution differences lie in the 
spectral variation of the line strength parameter. The highly 
resolved spectral features become especially significant in non- 
homogeneous environments where considerable overlapping 
between bands of different gases can occur. 

In the limiting weak line approximation, the line strength 
parameter is equivalent to the spectral absorption coefficient 
(Tien, 1968) and is therefore a significant radiative heat transfer 
parameter in specifying the burning rates of many condensed 
fuels (DeRis, 1979). The advantage of representing the spectral 
data in terms of the narrow band model is that data collected 
at any temperature and concentration can be correlated in terms 
of two parameters. By normalizing the line strength parameter 
by the pressure path length, (SJ6~) becomes solely a function 
of temperature. Therefore, only one set of spectral data is re- 
quired for each temperature once the correlations are known. 
However, one disadvantage is that each correlation is valid at 
a single resolution. This follows from the fact that the narrow 
band parameters are a function of spectral data, which will vary 
with resolution. 

The narrow band parameters derived in this study are avail- 
able through the Internet at the URL http://www.me.utexas 

Table 1 Comparison between current band absorption data and the 
results of Lee and Happel (1964) 

Band Absorption A (cm t )  Band Absorptioa A (cm 1 )  
D~ fundam~tal  v~ fundamental 

Temperature(K) Present Study X = 8 . 0  Lee and Happel X =  Present Study X = 8 . 0  LeeandHappel  X =  
arm - cm 7.72 atm - cm arm - cm 7.72 arm - cm 

296 1 7 7 3  193,2 115.7 124.0 
569 192.3 139,5 
600 205.6 139.8 
668 214.0 146.0 
875 242.3 151.7 

;I; , '~R # 
974 265.0 

T r a n s a c t i o n s  o f  t h e  A S M E  
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Fig. 3 Comparison of the spectral line strength parameter at T = 296 
K, PTOT = 1 atm; path length = 22.9 cm 

.edu/~combust/students/paul/research. Using a sequential 
perturbation method where uncertainties in the experimental 
input parameters (i.e., PT', Pro, L, T, a~, B) are identified, the 
resulting uncertainties in the line strength parameter were evalu- 
ated. A representative case where the nominal values are T = 
296 K, PT = 1 atm, P,,, = 0.35 atm, L = 22.9 cm yields a line 
strength parameter with uncertainties as high as 40 percent in 
the Q branch and values ranging between 6 -8  percent in the P 
and R branches. The major contributor to this uncertainty is the 
uncertainty in the spectral absorptance, a~, which was approxi- 
mately 1 percent of the measurement value. This value is based 
on fluctuations in the background that occurred over the time 
that the measurements were taken. Interestingly, this relatively 
small uncertainty produces a relatively larger uncertainty in the 
line strength parameter values in the Q branch primarily as a 
result of the error function dependence of a~ in Eq. (1). Due 
to the asymptotic nature of the error function, this term is ex- 
tremely sensitive to small perturbations in the absorptance as 
its value approaches unity. 

A p p l i c a t i o n s  

An immediate application for the narrow-band model param- 
eters derived in this study is the incorporation of these parame- 
ters into RADCAL, replacing those that are based on data taken 
at a much lower resolution. To verify the validity of the results 
obtained using these parameters, a comparison was made with 
experimental spectral transmittance data taken at two tempera- 
tures. Figures 4 and 5 compare the experimentally measured 
spectral transmittance of the v3 fundamental with the spectral 
transmittance calculated in RADCAL from both higher and 
lower resolution data, at temperatures of 296 K and 900 K. 
The solid line, representing predictions based on high-resolution 
parameters, nearly coincides with the experimental data, which 

3300 3200 3100 3000 2900 2800 2700 

Wave, lumber (ore '1) 

Fig. 5 Measured and predicted spectral transmittance of the v3 CH4 
fundamental at 900 K, PTOT = 1 atm, methane partial pressure = 0.25 
atm, path length = 22.9 cm 

is denoted by the long dashed line. These figures show that the 
narrow band parameters specified in RADCAL are capable of 
correlating the line structure in the v3 fundamental. As a caution- 
ary note, it is unclear how extrapolating beyond the range of 
experimental conditions will affect the accuracy of the predic- 
tions. Within the range of experimental conditions, however, 
the narrow band parameters perform well. Figures 4 and 5 also 
show that the use of narrow band model parameters derived 
from low-resolution data, represented by short dashed lines, 
does not allow the prediction of the irregular spectral features 
of the v3 fundamental, in particular the central Q-branch. In 
contrast to the v3 results, it is shown in Figs. 6 and 7 that due 
to the spectral nature of the v4 fundamental, the use of lower 
resolution data does not cause significant discrepancies between 
measured and predicted spectral transmittance values through- 
out this band. Unlike the v3 fundamental, the individual lines 
within the u4 CH4 fundamental are broadened to the extent that 
no fine structure is apparent at a resolution of 4 cm -~ . This is 
consistent with the values of the line shape parameter calculated 
for each methane band in Eqs. (6) and (7); the line width to 
spacing ratio is higher in the v4 fundamental. A comparison of 
Fig. 7 with Fig. 5 indicates that the temperature dependence of 
the narrow band parameters in the v4 band is less accurate than 
that for the v3 band. While there was little degradation in the 
transmittance predictions (when compared with the experimen- 
tal results) for the v3 band at 900 K as compared to 300 K, 
there was significantly more error in the v4 band. Even with the 
differences between RADCAL results and experimental data at 
900 K, it is evident from examination of Fig. 7 that the newly 
derived band parameters still more closely match the experi- 
mental results than the lower resolution RADCAL results. 

By incorporating higher resolution data into the model for 
the v3 and v4 CH4 fundamentals, it was necessary to reduce the 
data spacing for every gas absorption band in the range 1100- 
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5000 cm -* . Therefore, in addition to investigating the effect of 
the increased spectral resolution of the methane bands in this 
range, the effect of varying the data spacing will be examined 
in the other bands as well. 

In addition to enhancing the spectral features of the u3 funda- 
mental in a pure CH4/N: mixture, the use of higher resolution 
parameters has a significant effect on the prediction of spectral 
transmittance in conditions where more than one absorbing gas 
is present. N2, like all homonuclear diatomic molecules, does 
not have a dipole moment and therefore does not absorb infrared 
radiation. The presence of N2 has the effect of broadening the 
absorption lines of the other gases present in the mixture. Figure 
8 shows the predicted spectral transmittance along a 22.9 cm 
path length through a mixture of 0.8 atm N2/0.1 atm CH4/0.1 
atm H20, at a temperature of 500 K. In this case overlap occurs 
between the u4 CH4 (at 1306 cm -~ ) and 1587 cm -t H20 bands, 
and between the u3 CH4 (at 3020 cm -1) and 3700 cm -I H20 
bands. From this figure, it can be concluded that the change in 
resolution does not affect the predicted overlap between the 
1306 cm -1 CH4 band and the 1587 cm -l  H20 band. This result 
can be attributed in part to the agreement, shown in Fig. 6, 
between the predicted spectral transmittance in the .04 fundamen- 
tal of methane. In addition, there is no change in the predicted 
spectral transmittance in the H20 band at 1587 cm -~. This is 
to be expected, as the features of the 3700 cm -1 and 1587 
cm -~ HEO bands are calculated within RADCAL from tabulated 
values of the spectral line strength parameter. Therefore, chang- 
ing the data spacing has no effect on the predicted spectral 
transmittance. In the region where the 3700 cm -~ H20 band 
overlaps the u3 CH4 fundamental, there is a significant difference 
between the predictions of the high and low-resolution data. 
The model, using low-resolution data, cannot predict the highly 
varying line intensity in the u3 CH4 fundamental. Because the 
band intensity, Ai, must be the same for both high and low- 
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Fig, 9 Spectral transmittance through a m i x t u r e  o f  0 .8  a t m  N=/0,1 atm 
CH4/0.1 atm H=O, at a temperature of 900 K along a path length of 22.9 
c m  

resolution measurements, the low-resolution measurements re- 
sult in a wider bandwidth near the base. This results in an 
underprediction of the spectral transmittance in the area of over- 
lap. 

It can be inferred from Eqs. (2),  (3),  (6),  and (7) that 
increasing temperature has the effect of reducing the intensity, 
and increasing the width, of the individual lines within the u3 
and v4 CH4 fundamentals. This is seen in Fig. 9, which plots 
the predicted spectral transmittance of the same mixture of gases 
as seen in Fig. 8, raised to a temperature of 900 K. The bands 
tend to become wider, and the combined spectral transmittance 
in both overlap regions decreases. 

Once again, there is good agreement in the predicted region 
of overlap between the 1) 4 C H  4 fundamental and the 1587 cm -~ 
H20 band. However, the discrepancy between the high and low- 
resolution predictions of spectral transmittance in the u3 CH4 
fundamental, and in the overlap of its R branch with the 3700 
cm-J H20 band, increases with temperature. 

In addition to H20, several other gases have absorption bands 
in the IR that lie near the 03 and 04 C H  4 fundamentals, CO2 
being one of them. Figure 10 shows the predicted spectral trans- 
mittance along a 22.9 cm pathlength through a gaseous mixture 
of 0.8 atm N2/0.1 atm CH4/0.1 atm CO2 at a temperature of 
800 K. Under these conditions there is no significant overlap 
between CH4 and CO2 bands in the wavenumber range of inter- 
est. However, as seen in the case with water present, increasing 
the temperature of the gases can cause the absorption bands to 
become broader, which will lead to increased overlapping be- 
tween bands. It is noteworthy that the predicted transmittance 
of the 5000 cm -1, 3700 cm -1, and 2350 cm -l  CO2 bands is 
based on spectral models, as opposed to tabulated values of the 
line strength parameter. The increased number of data points 
throughout this range, however, has little effect on the predicted 
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spectral transmittance. This can be seen through close examina- 
tion of Fig. 10, where there is only a small deviation between 
the high and low-resolution predictions in the CO2 bands. This 
change is of little significance when compared with the discrep- 
ancies between the predictions in the v3 and u4 C H a  fundamen- 
tals. Measurements of the spectral transmittance of the 2350 
cm -1 COz band at a resolution of 0.125 cm -1 show that this 
band has distinct rotational lines similar to the v3 CH4 band. 
Decreasing the data spacing in RADCAL to values as low as 
0.01 cm -L did not show evidence of this line structure. 

Concluding Remarks 
This investigation has demonstrated the benefits of using data 

collected at higher resolution in situations where the spectral 
features of methane are important. While total band parameters, 
such as absorption Ai and intensity c~, are not affected by the 
resolution of the data, the measurements of spectral parameters 
are significantly affected by instrument resolution. Figures 2 
and 3 show that the spectral absorptance and line strength pa- 
rameter at a resolution of 4 cm -~ can change by a factor of 2 -  
5 over a spectral range of only 5 cm -] while the variations at 
lower resolutions are much smaller. This is important when the 
effects of band overlap between multiple gases must be ac- 
counted for. Due to the high temperatures found in combustion 
environments, the thermal dependence and range of applicabil- 
ity of spectral gas parameters are important factors. It has been 
shown here that the application of the Elsasser model to the 
infrared spectra of methane is valid for temperatures that are 
typical of the fuel-rich core region above the fuel surface in 
large pool fires. The validity of the data is demonstrated by the 
agreement shown with previous studies for both the integrated 
band intensity and band absorption. Further, while the Elsasser 
model has been derived for application over several spectral 
lines, it was shown in this study that it may be applied to data 

taken at a resolution below the true line spacing. It has also 
been shown that the use of higher resolution narrow band model 
parameters within RADCAL can more accurately reproduce 
experimental spectral transmittance measurements over a wider 
range of conditions than previous lower resolution results. 
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Saturable Absorption During 
High-Intensity Laser Heating 
of Liquids 
The interaction of high-intensity, short-pulse laser radiation with liquids is fundamen- 
tal to many contemporary technologies. At low laser intensities, the classical model 
of absorption and heating applies, which assumes a constant absorption coefficient 
and no dependence on intensity. As the intensity increases, however, many molecules 
are promoted to excited states, whose absorption properties difffer from those of the 
ground state, and the absorption of  the bulk liquid is altered. This phenomenon, 
called saturable absorption, results in intensity-dependent absorption, heating, and 
temperature distributions that can deviate significantly from classical absorption. This 
work investigates the thermal aspects of  saturable absorption during laser heating of 
liquids. A microscopically based model of the radiation absorption and heating 
processes is presented. Model solutions are discussed and compared with experiment 
for a contemporary saturable absorbing liquid. Simple engineering criteria and rele- 
vant applications are then discussed. 

Introduction 

Many important technologies involve the interaction of high- 
intensity, pulsed laser radiation with liquids. Examples include 
laser pulse generation and modification (Band and Scharf, 1986; 
Stuke, 1992), laser-induced desorption of thin liquid films (Al- 
len et al., 1984), laser particle removal (Park et al., 1994), and 
microstructure repair (Fushinobu et al., 1995). Recent research 
in thermal aspects of high-intensity, short-pulse laser-material 
interactions, however, has focused almost exclusively on the 
solid phase (Qiu and Tien, 1992). In liquids at high intensities, 
the absorption and heating of the laser pulse can deviate signifi- 
cantly from classical, low-intensity predictions, resulting in a 
markedly different temperature distribution. Such effects must 
be quantitatively characterized to assess their impact on technol- 
ogies that employ high-intensity laser-liquid interactions. 

Classical models of absorption and heating assume a constant 
absorption coefficient, independent of the incident intensity, 
which results in the familiar exponential decrease of intensity 
with distance into the liquid, i.e., Beer's Law (Brewster, 1992). 
At high laser intensities, however, the intense laser pulse can 
significantly alter the population of molecular states of the liquid 
molecules from their thermal equilibrium distribution. The ab- 
sorption then becomes an intensity-dependent function of posi- 
tion and time; this phenomenon is called saturable absorption 
(Penzkofer, 1988). 

Most dielectric liquids are capable of saturable absorption. 
To do so ( 1 ) the liquid must absorb at the wavelength of inter- 
est, and (2) the light intensity must be high enough to initiate 
intensity-dependent absorption. Many organic dyes exhibit satu- 
rable absorption, as well as common liquids, e.g., water and 
alcohols at a wavelength of 2.9 #m (Vodop'yanov et al., 1982). 

The thermal aspects of saturable absorption have not been 
addressed. The purposes of this work are thus to develop a 
thermal model to predict the temperature in liquids during satu- 
rable absorption, and to provide simple, quantitative criteria to 
determine when such effects are important. Heating associated 
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with saturable absorption is herein termed saturable heating. 
The model is used to characterize saturable heating as a function 
of pulse intensity, duration, wavelength, and liquid properties. 
Temperature profiles are presented for a common dye used for 
its saturable absorption properties, and compared to experimen- 
tal results. It is shown that during saturable heating the tempera- 
ture distribution becomes much more uniform, with a lower 
peak value and longer thermal penetration depth than the classi- 
cal heating model predicts. 

Saturable Absorption and Heating 
In liquids the nature of the radiation interaction is determined 

primarily by the structure of the individual molecule. At room 
temperature, most molecules are in the lowest electronic state; 
thus nearly all the thermal energy associated with a liquid is 
present in rotational, vibrational, and translational systems. 
When a molecule absorbs a photon at optical frequencies (near- 
IR, visible, UV),  the outermost electron is excited into a new 
orbit, raising the energy of the molecule (Duarte and Hillman, 
1990). The diagram in Fig. 1 illustrates the possible electronic 
transitions a molecule can undergo upon absorbing a photon 
from a monochromatic laser pulse. Different electronic states 
are denoted by thick horizontal lines, and are labeled So, S~, 
$2, T~, T2, etc. More energetic states appear higher on the figure. 
The states So, S~, $2, etc., are called singlet states, and T~, T2, 
etc. are called triplet states (Duarte and Hillman, 1990). State 
So, called the ground state, has the lowest possible energy, and 
is the electronic state occupied by nearly all the liquid molecules 
at room temperature. Within each electronic state is a series of 
unique vibrational states denoted by thin horizontal lines in the 
figure. The thick horizontal gray arrows represent absorption 
and emission of photons, solid vertical arrows represent radia- 
tive transitions, i.e., a photon is absorbed or emitted, and dashed 
vertical arrows represent radiationless transitions, which trans- 
fer energy from the electronic system to the vibrational, rota- 
tional, and translational systems. Radiationless transitions are 
responsible for heating of the molecule. 

The absorption of a photon by the molecule raises it from 
the ground state So to a combined excited electronic and vibra- 
tional state. Within a few femtoseconds, the molecule relaxes 
nonradiatively to the ground vibrational state in $1. There are 
five possible options for the molecule at this point: (1) It can 
absorb a second photon and be promoted to the $2 state; (2) it 
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can relax nonradiatively back to the ground state So; it can emit 
a photon of  slightly lower frequency either (3) incoherently, 
called fluorescence, or (4) coherently, called stimulated emis- 
sion; and (5) it can relax nonradiatively to the ground triplet 
state, T~, and then relax from T1 to So. A characteristic rate is 
associated with each of these transitions, often with one rate 
dominating. 

In practice, excitations to electronic states higher than S~ or 
Tl, e.g., $2 or T2, result in a very fast ( ~ 1 0  -15 - 1 0  - 1 3  s )  

nonradiative relaxation back to S~ a n d  T1, respectively, hence 
the number of molecules in these states is usually negligible. 
Also, transitions to triplet states are unfavorable; however, once 
in the T1 state, it takes a long time ( ~ 1 0  -8 - 10 -7 s) for the 
molecule to relax back to So. 

The absorption properties of a molecule in an excited state 
often differ considerably from those of the ground state. As the 
laser intensity increases, a larger fraction of molecules will be 
promoted to excited states, and the absorption properties of the 
liquid as a whole will change. If the excited states have a smaller 
absorption coefficient than the ground state, the liquid becomes 
more transparent at higher intensities; this is called saturable 
absorption. If the excited state has a larger absorption coeffi- 
cient, the process is called reverse saturable absorption (Band 
and Scharf, 1986). 

Rate Equations. To model the interaction of a laser pulse 
with the liquid, the so-called rate equations are used to account 
for the number of molecules in different electronic states as a 
result of excitation by the incident laser pulse and subsequent 
relaxation back to the ground state. The rate equations are (Du- 
arte and Hillman, 1990): 

= I 
ONoot (a.~N1 - ~rgNo) ~ + (kf + k,,)Nl + kiN,  (1) 

I 
ON---ZOt = - ( a ~ N i  - ~rwNo) ~ - (kf + k, + k~)Nj (2) 

ogt 
- -  = kiNi - k iN, ,  (3) 
Ot 

with the conservation equation 

Co = No + N~ + N,, (4) 

and the equation for a monochromatic light pulse propagating 
through the liquid, 

1 0 1 +  OI 
S O"-t ~x = (asN, - cr~No - aeN, - crtNt)l. (5) 

Here { No, Nl, N, } and {Crg, ere, or, } represent the number of 
molecules per unit volume (molecules /cm 3) and the effective 
absorption cross sections (cm2/molecule) in the So, S~, and T~ 
states, respectively. The term as is the cross section for stimu- 
lated emission, and the kj are transition rates ( s - l ) .  The recipro- 
cal o fk  is the transition lifetime ~-j = k j  ~ (ki and k[ are transition 
rates into and out of the triplet state, respectively). The total 
concentration of absorbing molecules per unit volume is Co 
(cm-3) ,  and is constant. 

The intensity I in Eqs. ( 1 ) and (2) is divided by hu to convert 
the energy flux ( W / c m  2) into a photon flux (photons/cm2). 
Note that both the pulse intensity and population numbers de- 
pend on time and position, i.e., I = l ( x ,  t) ,  ~ = Nj (x ,  t) .  
The absorption cross sections are a strong function of  incident 
wavelength: cr = a (k ) .  

The left-hand side of Eq. (5) represents the hyperbolic propa- 
gation of the laser pulse of arbitrary shape and duration through 
the medium at speed c = co/n. The first term on the right-hand 
side of Eq. (5) accounts for stimulated emission into the beam; 
it adds to the intensity, and hence is positive. The second, third, 
and fourth terms account for photon absorption by ground, ex- 
cited singlet, and excited triplet states, respectively. The small 

N o m e n c l a t u r e  

c = speed of light in liquid, cm/s 
Co = number density of absorbing mole- 

cules, cm -3 
Cp = specific heat, J / g .  K 
E = energy flux, J /cm2; energy between 

transitions, J 
f = laser pulse repetition frequency, s -  
h = Planck's constant, J .  s 
I = laser intensity, W / c m  2 

L = saturation intensity, W / c m  2 
k = transition rate, s -1 
l = thermal diffusion distance, cm 

n = index of refraction 
N = state number density, cm -3 
Q = volumetric energy deposition, J /  

c m  3 

q = volumetric heating rate, W / c m  3 

R = liquid surface reflectivity 
S = singlet state 
T = triplet state, temperature, K 

A T  = temperature rise, K 
t = time, s 

At  = time step in finite-difference solu- 
tion, s 

x = distance into liquid from surface, 
cm 

2xx = gridpoint spacing in finite-differ- 
ence solution, cm 

a = thermal diffusivity, cmZ/s 
6 = classical radiation skin depth, cm 
h = wavelength, nm 
u = radiation frequency, Hz 
p = density, g / c m  3 
cr = effective cross section for absorp- 

tion, cm 2 

T = excited state lifetime, s; pulse dura- 
tion, s 

Subscripts 

e = excited state, stimulated emission 
f = fluorescing 
g = ground state 
i = incident, intersystem crossing 

j = dummy index 
l = low-level 

n = nonradiative 
o = free space 
p = incident laser pulse, peak 
r = repetition rate 
s = stimulated emission, stokes shift 
t = triplet 
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contribution to the total intensity from fluorescence, which is 
isotropic, into the beam has been neglected. 

For a Gaussian laser pulse, with full-width-at-half-maximum 
(FWHM) pulse duration rp, incident on the liquid surface x = 
0 with surface reflection R, the intensity boundary condition 
becomes 

l ( x  = 0, t) = (1 - R)Ip e x p ( - 4  in 2 (t/7-p)2), (6) 

where Ip is the peak intensity of the laser pulse in free space. 
Since nearly all molecules are in the electronic ground state 
at room temperature, the initial conditions on the population 
numbers are No = Co, Ni = N, = O. 

Simplifications. Transitions both to and from triplet states 
occur slowly compared to transitions within the singlet states, 
leading to long triplet state lifetimes. Typical triplet lifetimes, 
~-~ = l /k , ,  can be on the order of 10 -8 - 10 -7 s (Duarte and 
Hillman, 1990). For short, single laser pulse irradiation with a 
pulse duration much shorter than the triplet decay time, i.e., % /  
r ,  ¢ 1, the triplet state population can be neglected. For longer 
pulse durations or CW operation, the triplet states must be 
considered. Also, if the liquid is exposed to repetitive pulses of 
sufficient frequency, accumulated triplet populations can be- 
come significant, even if the pulse duration is much shorter than 
the triplet relaxation time. In addition to %/ r , ,  then, the time 
between successive pulses rr  = 1 / fmust  be much greater than 
the triplet state lifetime to neglect triplet formation, i.e., r , / r ,  
>> 1, where f is the repetition rate of the laser pulse train. 

Neglecting triplet formation and stimulated emission, the sat- 
uration intensity is the intensity that makes the first and second 
terms in Eq. (1) of comparable magnitude: 

L = hu(k: + k,,)l~r e = hulr~g,  (7) 

where the total relaxation time r = (kf + k,) -~ is used. 
For laser intensities lp ~ L, saturable absorption can be ne- 

glected and No ~ Co, Ni = N, ~ O. In this case, Eqs. ( 1 ) -  
(5) reduce to the classical absorption model, i.e., Beer's law 
(Brewster, 1992): 

T = E(x ) /E (O)  = e x p ( -  crgCox). (8) 

Here the transmission T is the fraction of incident energy that 
reaches x, and E(x )  is the time-integrated intensity, or pulse 
fluence (J/cm2), at x: 

E(x)  = f f® I (x ,  t)dt.  (9) 

The classical volumetric thermal energy deposition Qt(x) (J/  
cm 3) is then 

Qt(x) = - d E / d x  = crgCoE(O ) exp(-crgCox).  (10) 

Note that the classical radiation penetration depth, & in Eq. (8) 
is equal to ( ~rgCo) < . 

Heat Generation. The rate equations, Eqs. ( 1 ) - ( 5 ) ,  are 
combined with a microscopic heat generation model to deter- 
mine the thermal response of the liquid to the incident laser 
pulse. Expressions for heat generation from molecular transi- 
tions have been proposed in the past, primarily for diagnostics 
purposes (Tam, 1986); however, saturable absorption effects 
and their effect on the temperature rise and distribution have 
not been considered. 

The nonradiative transitions in Fig. 1 are responsible for heat- 
ing in the liquid. A nonradiative transition between electronic 
states transfers the electronic energy to vibrational, rotational, 
and translational modes of the molecule, temporarily imparting 
a very high effective temperature to the molecule that can ex- 
ceed 1000 K (Seilmeier and Kaiser, 1993). The molecule then 
quickly thermalizes with neighboring molecules via collisions, 
with typical cooling times on the order of a few picoseconds. 

In this work, the thermalizing process is neglected; when a 
molecule undergoes a nonradiative transition, the molecule is 
assumed to thermalize immediately, transferring its excess en- 
ergy to surrounding molecules. 

Radiative transitions, i.e., fluorescence and stimulated emis- 
sion, can also contribute to molecular heating due to Stokes 
shifting. Stokes shifting refers to the increase, or shift, in the 
wavelength of emitted photons during radiative relaxations. Im- 
mediately after absorbing or emitting a photon, the liquid mole- 
cule undergoes a small nonradiative relaxation among vibra- 
tional states (the small dashed arrows in Fig. 1 ). These small 
relaxations result in heating and must be accounted for. The 
emitted photon has a longer wavelength, and hence less energy, 
thus a fraction of the absorbed photon energy is converted to 
heat. Taking the wavelength of the incident and fluorescence 
photon emissions as k~ and hf, respectively, the thermal energy 
Es transferred to the molecule is h(u~ - u:), and the fraction 

of the incident pulse energy converted nonradiatively to heat 
is 

E~ h ( u i  - ~f)  z:f h. i 
r/ ' - - 1 - - - =  1 (11) 

Ei hl.:i l/i Xf 

Stokes-shift heating can be significant in highly fluorescing liq- 
uids, e.g., laser dyes (Longtin, 1995). 

The expression for the position- and time-dependent heating 
rate, q(x ,  t), is the sum of all possible heating mechanisms: 

1 2 3 4 

q(x ,  t) = creNll + otN, l + crsNlh7 + "k:No7hul 

+ k, Nlhui + kiN1E(S1 ~ T1) "-4- k:NtE(T1 -+ So). 

5 

(12) 

The contribution from each term is discussed below (see also 
Fig. 1): 

1 Singlet Excited-State Absorption. Molecules in the excited 
state $l can absorb a second photon. Since these transitions 
are nearly 100 percent nonradiative, all of the absorbed 
radiant energy, i.e., creNlI, is converted to thermal energy. 
The product tYeN1 represents to total cross-sectional area of 
the molecules available to absorb the intensity I. 

2 Triplet Excited-State Absorption. Molecules in the triplet 
state T1 can also absorb a second photon. These transitions 
are nearly 100 percent nonradiative; thus, the heating is 
expressed as ~r,N,l. 

3 Stimulated Emission from S~ ~ So. Stimulated emission, 
though radiative, still results in a small amount of heating 
due to the Stokes shift, as discussed above. The quantity 
~rsN~l represents the total absorbed energy by molecules 
that subsequently undergo stimulated emission, and, when 
multiplied by r/, represents the fraction of this energy con- 
verted to thermal energy. 

4 Fluorescence from S~ ~ So. Fluorescence is also a radiative 
transition, and thus contributes the Stokes-shift energy to 
heating; however, the rate of fluorescence is governed by 
the relaxation rate rather than the intensity. The number of 
molecules that relax per second is k:N1, and the thermal 
energy gained from each relaxation is r/hui. 

5 $1 -+ So Nonradiative Decay. This is the normal nonradiative 
decay route. The number of molecules that relax per second 
is k,N~ and the thermal energy gained from each relaxation 
is hv i . 

6 S~ ~ T1 Transitions. This nonradiative transition imparts an 
amount of energy E ( &  ~ T~ ) to the molecule, where E ( &  

T1) < hu~. The value of E(S1 ~ T~) depends on the 
particular liquid, and must be determined experimentally. 
For this transition k~N~ molecules relax per second. 
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7 T1 ~ So Nonradiative Transitions. Similar to the previous 
term, energy E(T1 ~ So) is acquired by the molecule nonra- 
diatively when the molecule relaxes back to So from Ta. 
The number of molecules relaxing per second is k[Nt. Note 
from Fig. 1 that E(S1 -~ Tt) + E(Tt  --, So) = h l J i .  

The total heat deposition after the laser pulse has passed is 

Q(x)  = _~ q(x ,  t)dt (13) 

Note that the heating process will not necessarily cease when 
the laser pulse passes; rather, it will continue for a time compa- 
rable to the longest relaxation time in the system. The heating 
time can be several orders of magnitude greater than the dura- 
tion of the laser pulse, particularly if triplet excitations are sig- 
nificant (Stuke, 1992). This effect must be considered when 
the time scale of the heating process is important, e.g., nucle- 
ation and phase change, fast-time-scale thermal-based diagnos- 
tics, and temperature-dependent chemical reactions. 

Often only one or two heating mechanisms will dominate, 
simplifying Eq. (12) considerably. Also, if the time scale of 
interest is longer than the triplet relaxation times, terms 6 and 
7 can be replaced by ki Nlhui,  because all triplet transitions will 
eventually return to the ground state, increasing the thermal 
energy of the molecule by hui. 

Lasers having intensities high enough to effect saturation 
typically have pulse durations of nanoseconds or less. Also, the 
heating process is completed quickly, typically in less than 10-6 
s, which is much faster than the time scales for conduction 

and convection. To illustrate this point, consider the thermal 
diffusion distance l: 

1 =(ot t )  1/2, (14) 

where a is the thermal diffusivity (cm2/s). For the dichloro- 
ethane solvent used in this study, and a heating time of 10 -6 s, 
l ~ 0.7 #m. This distance is much smaller than the radius of 
the laser beam, even if focused, thus radial conduction can 
be neglected. Also, unless the liquid has an extremely strong 
absorption coefficient, e.g., 6 = (crgCo) -~ ~ 1-1 "~ 14,000 cm -~ , 
axial conduction can be neglected as well. The temperature rise 
at a location x just after the pulse has passed and the liquid 
molecules have relaxed, i.e., t ~ O( 1 #s) is 

AT(x) ---- Q(x)/pCp,  (15) 

where AT is the temperature rise (K), p the density (g/cm 3) 
and Cp the specific heat ( J /g '  K). Note that Eq. (15) is valid 
only for the initial temperature rise, i.e., several microseconds 
after the laser pulse arrives. At longer times conduction and 
convection will occur. 

Resul t s  and Discuss ion  
The model developed in the preceding sections is valid for 

a wide range of liquids. To demonstrate the effects of saturable 
heating, the model is used to compute the temperature rise in 
a common liquid organic dye solution. The temperature profiles 
generated in the liquid can deviate significantly from those pre- 
dicted by the classical model. The model results are compared 
with experimental data, and the engineering significance and 
applications capable of exhibiting saturable heating are then 
discussed. 

Saturable Heating Results. The liquid used for the model 
calculations is a commercial saturable absorber called Q-Switch 
I, also known as Eastman #9740. This dye was specifically 
chosen because of its excellent properties as a saturable ab- 
sorbing medium. Accordingly, the dye has a small fluorescence 
transition rate, kf/k, < 10-3; hence the dominant relaxation 
mechanism is non-radiative. Due to a slow pulse repetition rate 
of 10 Hz, transitions to and from triplet states can be neglected, 

as all relaxations, triplet and otherwise, will occur orders of 
magnitude faster than the pulse repetition rate. Also, as an effec- 
tive saturable absorber, stimulated emission and excited state 
absorption are insignificant, i.e., a, and ~re are small. The dye 
has a relaxation time of 11 ps, and a saturation intensity of 2.8 
X 10 7 W/cm 2. 

The dye is dissolved in 1,2-dichloroethane (DCE) as a sol- 
vent, at a concentration of 2.2 × 1016 cm -3 (3.6 × 10 -5 M). 
This concentration was chosen to ensure that the dye solution 
absorbed strongly at low intensities to illustrate the saturable 
heating effect. From Eq. (8) and Table 1 the transmission 
through 1 cm of the liquid is only about 1.5 × 10 -6 at k = 
1064 nm, i.e., 6 = 13.4 cm -~ . Table 1 lists the relevant model 
parameters. 

Equations ( 1 ) -  (3) and (5) constitute a set of linear, first- 
order, differential equations, and are solved numerically for the 
time- and space-dependent pulse intensity l ( x ,  t) and population 
numbers N(x ,  t). Due to the hyperbolic nature of the pulse 
propagation equation in Eq. (5), a finite-difference Fromm 
scheme that is second-order accurate, O ( A x 2 ) ,  in space and 
first-order accurate, O(At) ,  in time is used. The laser pulse 
crosses the liquid surface at x = 0. Gridpoints are separated 
spatially by a distance Ax and temporally by a time At. A 
predictor step advances the solution from t to t + At~2, followed 
by a correcter step from t + At~2 to t + At. The temperature 
increase in the liquid is obtained from Eq. (15), using Eq. (10) 
for the classical temperature rise, and Eqs. (12) and (13) for 
the temperature rise during saturable heating. 

At intensities well below the saturation intensity, the results 
from both the classical and microscopic models are essentially 
identical. In Fig. 2 the temperature as a function of distance 
into the liquid is shown. The laser pulse is incident from the 
left. For an incident intensity Ip = 0.1L = 2.8 × 10 6 W / c m  2, 
the difference between the two models is insignificant, i.e., the 
microscopic model reduces to the classical model, as expected. 
The temperature in the classical model, Eqs. (10) and (15), 
has an exponential dependence, hence on a log scale it appears 
as a straight line. 

Also shown in Fig. 2 are results for the intensity equal to the 
saturation intensity Ij, = L = 2.8 × 10 7 W/cm 2. The temperature 
increase from classical predictions is an order of magnitude 
higher, due to the tenfold intensity increase. The temperature 
rise at the front region near x = 0 is less than that predicted by 
the classical model, as a result of saturable heating. When the 
liquid saturates, less energy is absorbed, and the heating de- 
creases. As the laser pulse is absorbed, however, its intensity 
eventually decreases below L, and classical heating resumes. 

Table 1 Model parameters for Q-Switch l 

Parameter Value 

Zp 
Co 
k, 
kf 
crg 

1064 nm 
35 ps 

2.2x1016 cm -3 (3.6x10 -5 M) 
9.1xl010 s-1 a 
~9X107 s -I 

6.1x10 -16 cm 2 (at 1064 rim) b 

t~ 
t~ 
L 
T 

dx 
At 

p (DCE) 
Cp (DCE) 

- 0  
~0  

1.0 cm 
300 K 

0.01 cm 
2x10 -~4 s 

1.246 g/cm 3 b 

1.148 J/g.K b 
n (DCE) 1.442 b 

~Seilmeier et al., 1980; bBrackmann, 1994 
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This occurs for x > ~0.3 cm, as evident by the microscopic 
model results approaching a straight line on the graph. 

In Fig. 3 the intensity is 10L = 2.8 × 108 W/cm 2. For this 
case, the temperature rise during saturable heating shows several 
traits. First, the temperature at the front of the liquid is far less 
than that predicted by the classical model, by nearly an order 
of magnitude. Likewise, the temperature at the rear of the liquid 
is much higher than that from the classical model because the 
laser pulse is not attenuated significantly in passing through the 
front region of liquid. Around x ~ 0.8 cm enough absorption of 
the pulse has occurred for classical heating to begin to dominate. 

Also shown in Fig. 3 are results for an intensity lp = 1001, 
= 2.8 × 10 9 W / c m  2. The temperature is nearly flat for the 
entire path of the laser pulse, as the intensity remains high 
enough to saturate the entire irradiated region of the liquid. The 
maximum temperature increase from classical heating, which 
occurs at x = 0, exceeds that for saturable heating by a factor 
of nearly 50. The large difference between the classical and 
microscopic temperature profiles also has an impact on the na- 
ture of the heat conduction in the liquid. The classical heating 
model results in a large axial temperature gradient in the direc- 
tion of the beam path, hence significant heat conduction in the 
axial direction is expected. For the microscopic profile, how- 
ever, the temperature is much more uniform in the axial direc- 
tion, and thermal gradient is not nearly as large. In general the 

temperature predicted from the microscopic model is much 
more uniform than the classical model when the saturation in- 
tensity is exceeded. 

Note that an important distinction between pulse energy and 
pulse intensity exists. The saturable absorption effect depends 
on the intensity of the incident laser pulse; the maximum tem- 
perature increase in the liquid depends on the total pulse energy. 
In these results, the temperature rise is relatively small, which 
is a consequence of the picosecond laser available for the experi- 
ment discussed below. For laser pulses of comparable intensity 
but higher pulse energy, e.g., a nanosecond Nd:YAG, the liquid 
temperature rise will be 10-100 times larger or more. 

The microscopic model for the Q-Switch I dye is compared 
with the temperature rise measured using a noncontact photo- 
thermal deflection technique (PTD). A focused Nd:YAG laser 
at 1064 nm with a pulse duration of 35 ps and ~50 mJ per 
pulse served as the heating laser, and was passed through a 
quartz cuvette holding the liquid dye solution. A HeNe probe 
laser beam was directed into the liquid perpendicular to the 
Nd:YAG beam about 0.5 mm outside of the heating beam cross 
section. Liquid in the path of the Nd:YAG beam is heated, 
generating a radial temperature gradient in the liquid. This tem- 
perature gradient, in turn, results in a gradient in the liquid 
index of refraction, which causes the HeNe probe beam to de- 
flect slightly from its nominal position. The HeNe beam deflec- 
tion as a function of time is recorded and, through a thermal 
conduction model, is correlated to the initial, maximum temper- 
ature rise in the liquid. Details of the experimental setup and 
procedure are documented elsewhere (Longtin, 1995; Longtin 
et al., 1995). 

The saturation intensity of the dye was L = 2.8 × 10 7 W/ 
cm 2. The beam intensity after focusing was Ip -~ 80L = 2.2 × 
109 W/cm 2, which is well in excess of the saturation intensity. 
The experimental parameters are identical to those listed in 
Table 1. Measurements were taken at positions of 1, 3, 5, 7, 
and 9 mm into the liquid. The reported experimental values 
represent the peak temperature rise in the liquid. 

The temperature rise from classical heating, saturable heating, 
and the experiment is shown on a linear scale in Fig. 4. As can 
be seen, the disparity between classical and saturable heating 
is large at the front of the liquid. The experimental measure- 
ments are seen to agree in magnitude with the microscopic 
model, especially near the front. In Fig. 5 a close-up of the 
microscopic model and experimental data is shown. The error 
bars on the experimental results reflect the large pulse-to-pulse 
variation in the laser pulse train. Although the measured values 
are consistently low, they are of the correct order of magnitude 
and trend as the microscopic results. 
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Engineering Impact and Applications. This section dis- 
cusses the engineering significance of saturable heating, as well 
as applications where saturable heating can become important. 
All dielectric liquids are capable of exhibiting saturable heating 
at the appropriate intensity. The important parameters for de- 
termining when saturable absorption will occur are the cross 
section for absorption, ~ru, at the wavelength of interest, the 
relaxation time, % and the dominant relaxation mechanism(s). 
All of these parameters can be determined experimentally. Both 
au and r ,  which are intrinsic liquid parameters, uniquely deter- 
mine the saturation intensity, I,. in Eq. (7),  which will then 
determine whether saturable heating is important at the intensity 
of interest. The ratio of the classical radiation skin depth, 6 = 
(GuCo)-~, to the spatial extent of the liquid, L, is also important. 
For ~/L >> 1, most of the laser pulse passes through the liquid, 
even at low intensities. For 6/L ~ 1, however, most of the pulse 
is absorbed at low intensities, and significant deviation from 
classical heating is expected at high intensities (cf. Fig. 3). 

For 6/L ~ 1, the important differences between saturable 
heating and classical heating include ( 1 ) a much more uniform 
temperature profile, (2) a reduced maximum temperature rise, 
and (3) an increase in the thermal penetration depth. The impor- 
tance of these parameters is underscored by the fact that they 
can change by orders of magnitude during saturable heating. A 
more uniform temperature profile coupled with a longer thermal 
penetration depth is a potential advantage for situations where 
a strong axial thermal gradient is undesirable. 

Since the temperature rise of the liquid is a function of the 
pulse energy, and the temperature distribution is a function of 
the pulse intensity, the laser parameters can be adjusted to en- 
sure either the presence or absence of saturable heating. The 
intensity scales as E~,/ApTp, where E F is the pulse energy (J) 
and Ap the beam diameter (cm2). The same energy Ep can be 
delivered at a higher intensity with a shorter pulse duration, or 
at a lower intensity with a longer pulse duration. In this way, 
saturable heating can selectively be used to generate the opti- 
mum temperature profile in the liquid; the pulse duration and 
area can then be adjusted to deliver the necessary energy, Ep, 
at the required intensity. 

One immediate application area of this work is in laser-  
liquid diagnostics. In liquid-based photothermal techniques 
(PTD), for example, the laser-liquid heating is usually treated 
classically (Spear et al., 1990). Since the PTD technique is 
based on the temperature rise in the liquid, the deviations in 
temperature by saturable heating can introduce significant errors 
into the measurement. The thermal model developed herein can 
be used in the PTD measurement when high laser intensities 
are involved. In fact, the experimental results in Figs. 4 and 5 

represent the disparity that can occur in such PTD measurements 
if the classical heating model is assumed. 

Another area is the use of photochromic dyes. Photochromic 
dyes change color when exposed to intense laser radiation, and 
are used for flow visualization and velocity measurements (Durr 
and Bouas-Laurent, 1990). These dyes absorb strongly, and as 
such can contribute to significant heating in the liquid. Saturable 
absorption by the dye will alter the magnitude and distribution 
of heating, and must be accounted for, particularly if thermal 
heating by the dye is important. 

A potentially broad application area is the laser processing 
of dielectric solids where a liquid layer melts and remains on 
top of the solid substrate, e.g., polymers, photoresist, etc. The 
temperature profile in the film is important as it will influence 
the l iquid-solid interface temperature, cooling through the liq- 
uid film, convection, etc. Additionally, if the liquid normally 
absorbs strongly, the increased transmission at high intensities 
would allow more of the laser energy to reach the solid substrate 
for heating. 

Laser particle removal (Park et al., 1994) and laser adhesion 
reduction in microstructures (Fushinobu et al., 1995) both in- 
volve laser-liquid interactions. The incident radiation can either 
interact directly with the liquid, or pass through the liquid to 
the substrate. Particularly for strong absorption in the liquid, the 
thermal penetration depth and temperature rise are important. 
Saturable absorption by the liquid will alter both of these param- 
eters. 

Saturable heating may also affect nucleation and vaporization 
processes. During classical heating of strongly absorbing liq- 
uids, the peak temperature rise occurs at the surface and de- 
creases rapidly with distance into the liquid. During saturable 
heating, however, the more uniform temperature profile may 
alter the nucleation process, particularly if the thermal energy 
reaches the solid surface underneath the liquid. 

Conclusions 
This work investigates thermal aspects of saturable absorp- 

tion, termed saturable heating, during high-intensity laser-liq- 
uid interactions. A microscopic model for dielectric liquids is 
presented that combines the rate equations with a heating model 
to determine the temperature distribution in the liquid. Model 
results are presented and compared to experimental data for 
a commercially available organic dye used for its saturable 
absorption properties. Several unique aspects of laser-liquid 
interactions have been quantitatively characterized by the 
model, including the reduced peak temperature rise in the liquid, 
highly uniform temperature profiles, and an increased thermal 
penetration depth. Comparisons with experiments agree in mag- 
nitude and trend. Simple criteria are established to determine 
when saturable heating is important, including intrinsic liquid 
properties and the heating laser parameters. The significance of 
saturable heating for engineering applications is discussed. 
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Angle of Incidence and Size 
Effects on Dependent Scattering 
in Fibrous Media 
The influence of fiber size and angle of incidence on the radiative behavior of fibrous 
media containing closely spaced, aligned fibers is investigated by utilizing the depen- 
dent scattering theory. Numerical analyses are performed to calculate the coherent 
and incoherent scattering properties of dense fibrous media for several fiber sizes 
and angles of incidence. Results indicate that as the fiber concentration increases, the 
radiative properties deviate from their independent scattering values due to dependent 
scattering interactions. Dependent scattering becomes dominant at a lower volume 
fraction at normal than at oblique incidence. Increasing the fiber concentration causes 
the apparent refractive index of the fibrous medium to deviate from unity, thus giving 
rise to specular reflection due to Fresnel reflection. 

Introduction 
Radiative transfer through fibrous media has been a subject 

of considerable interest due to the widespread application of 
fibrous thermal insulations in many engineering systems over 
a broad temperature range. High-porosity fibrous media such 
as building insulation and space shuttle tile materials contain 
randomly oriented fibers. Refractory liners, filament wound fab- 
ric heat shields, and thermal-structural fibrous composites are 
high-density media, which contain closely spaced, aligned fi- 
bers. Radiative energy transfer through fibrous media is strongly 
influenced by the fiber properties and, in particular, the fiber 
concentration. As the fiber concentration increases, the average 
spacing between fibers decreases, thus giving rise to multiple 
scattering in the near-field and wave interference in the far- 
field. These dependent scattering effects cause the radiative 
properties of closely spaced fibers to depart from those of the 
independently scattering fibers. 

The pertinent parameters affecting scattering in a fibrous me- 
dium are the fiber spacing, fiber diameter, and wavelength of 
the incident radiation. A high-porosity fibrous medium is one 
in which the fiber separation is much greater than the fiber 
diameter and the incident wavelength, whereas these parameters 
are comparable to each other in a high-density medium. In a 
high-porosity medium, each fiber acts as an isolated scatterer. 
The extinction and scattering coefficients of the medium are 
simply equal to the sum of the respective cross sections of all the 
fibers. The radiative transfer equation utilizing the independent 
scattering radiative properties is applied. In a high-density fi- 
brous medium, both far-field wave interference and near-field 
multiple scattering occur. The latter arises because the scattered 
wave from a fiber would not traverse a large enough distance 
to recover to a plane wave before encountering another fiber. 
A rigorous solution of Maxwell 's equations accounting for these 
dependent scattering effects is required for the analysis of radia- 
tive transfer through a dense fibrous medium. 

Earlier analyses on scattering by closely spaced fibers con- 
sidered only normal incidence on finite configurations of ho- 
mogeneous fibers (Twersky, 1952a, b; Oloafe, 1970). The 
general multiple scattering formalisms for oblique incidence 
on homogeneous and radially stratified fibers were later de- 
veloped by Lee (1990, 1992a). Radiative analysis of dense 
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fibrous media is usually treated by a statistical approach, 
which assumes a random distribution of fibers of identical 
properties. This approach involves the averaging of the multi- 
ple-scattering wave equations for a random distribution of 
fibers. Lax 's  (1955) quasi-crystalline approximation (QCA)  
is applied to truncate the hierarchy of multiple scattering 
terms. This method has been applied to develop the governing 
equation for the effective propagation constant, which is 
commonly known as the dispersion relation, of dense fibrous 
media at normal incidence (Bose and Mal, 1973; Twersky, 
1979; Varadan et al., 1978, 1986). The general dispersion 
relations for oblique incidence on fibrous media containing 
homogeneous and coated fibers were developed by Lee 
(1992b, 1993). For dense fibrous media containing a distri- 
bution of fiber sizes and different fiber materials, the method 
as suggested by Lee and Kurtz (1994) can be used. These 
formulations are applicable to arbitrary fiber size, refractive 
index, concentration, and wavelength. 

The dispersion relations are generally valid for fibers con- 
tained in a dielectric medium with nonunity refractive index, 
because their derivation applies to the interior region of the 
medium. The wavelength and fiber refractive index in the 
dispersion relations are implicitly taken as those relative to 
the refractive index of the medium. Although it is tempting 
to apply the same parameter shift to the formulas for the 
scattering amplitudes derived by Lee and Grzesik (1995),  
this will, however, lead to erroneous results. This is because 
the refractive index of the medium containing the incident 
wave is assumed to be identical to that containing the fibers. 
Interactions due to secondary incident waves arising from 
Fresnel reflection of the primary incident wave at the inter- 
face are therefore absent. Lee (1994) applied the dispersion 
relations to demarcate the dependent and independent scatter- 
ing regimes. Chern et al. (1995) utilized Lee 's  formulations 
to examine the variation of extinction efficiency with fiber 
volume fraction at normal incidence for several refractive 
indices of the fibers and the medium. 

The demarcation of scattering regimes by Lee (1994) was 
based on the consideration of the extinction efficiency at 
normal incidence. Since infinite fibers behave as two-dimen- 
sional scatterers, the effect of oblique angle of incidence must 
also be examined. The objective of this paper is to investigate 
the effect of fiber size and angle of incidence on the coherent 
and incoherent scattering properties of dense fibrous media. 
In the following sections, the dependent scattering theory is 
summarized first, followed by the presentation of numerical 
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Fig. 1 A schematic diagram depicting scattering by a high-density fi- 
brous medium 

results. The significance of these numerical results is then 
discussed. 

Theory 
Pertinent aspects of the dependent scattering theory for high- 

density fibrous media are summarized in this section. Figure 1 
depicts a semi-infinite medium containing closely spaced fibers 
aligned parallel to the Z axis. The medium is irradiated by a 
plane electromagnetic wave propagating in an arbitrary direc- 
tion specified by the angles 4'~ and 0i. The transverse magnetic 
(TM) and transverse electric (TE) mode Hertz potentials of 
the scattered waves including the contributions from all the 
fibers are given by Lee (1990, 1992a): 

No 
{U ~ , v  ~ }  = e x p ( - i h z )  ~ ~ ( - i ) "  

j = l  n = - ~  

× e x p ( i n y j p ) H . ( l o R j p ) { - ~ - b ~ . ,  ~'a].} (1) 

respectively, where ~r = I and ~- = 1 for a TM mode incident 
wave, ~r = H and ~- = - 1  for a TE mode incident wave, and 
the time-dependent term exp (iwt) has been omitted for brevity. 

The scattering characteristics of a dense fibrous medium are 
obtained by first taking the conditional average of the Hertz 
potentials, then utilizing the effective wave approach and the 
QCA. This procedure yields the governing equations for the 
effective propagation constant K ° and amplitudes X .~ and Y ~' 
of the average wave traversing the medium (Lee, 1992b; Lee 
and Grzesik, 1995) : 

°a~F,.,, (6.s + °a~'F,~.) Y ,~ I 

L e x p ( - i s O i ) { X ~ ,  Y ~ }  = (i / /3~){6~, ,  6~.} (3) 

where °a,~ and °bg are the independent scattering wave coeffi- 
cients. The parameters in these equations are: 

2f~ exp[i(n - s)O,] 
F~. = { [ 21oroJ~-.( 2Lro)H~- . (  2loro) 

r2o k~ - K ~2 

- 2Lrot!~_.(21oro)J'_,,(2Lro)] 

+ (ko z - K ~2) f= J~_.(LR)Hs_, , ( loR) 
o 

× [g(R) - 1 ] R d R }  (4) 

/3~= 2f~ 1 (5) 
7rr 2 k~(K~ - k~) 

where the prime denotes differentiation, and g ( R )  is the two- 
dimensional statistical radial distribution function. For a non- 
trivial solution of the amplitudes to exist, the determinant of the 
coefficients of Eq. (2) must vanish. This yields a transcendental 
equation containing K ~, which is commonly known as the dis- 
persion relation, At normal incidence the dispersion relation 
decomposes into tWO expressions for the TM and TE modes, 
respectively (Lee, 1992b). The extinction efficiency accounting 
for dependent scattering is related to K ~ by 

~ra Im (6) 
e g -  fo 

where Im denotes the imaginary part. Because the dispersion 
relation is derived for the interior region of the medium, it 

N o m e n c l a t u r e  

a]., b;. = dependent scattering wave co- K ° = 
efficients 

E = electric field K~. = 
fo = fiber volume fraction = 

7rroZnoLo lo = 
g ( R )  = radial distribution function L = 

h = ko sin 4'~ Lo = 
H = magnetic field no = 

H. = Hankel function of the second 
kind No = 

I~ = coherent scattering intensity ae = 
function Qsb = 

I~ = incoherent scattering intensity ro = 
distribution R = 

J. = integral order Bessel function t = 
ko = propagation constant of me- u ~ = 

dium containing the fibers v ~ = 
kx = x-component of ko, X,~, Y,~ = 

=ko cos 4'i cos 0~ 

effective propagation constant 
of the fibrous medium 
x-component of K ~, 
= K ° cos 4,, cos 0, 
ko cos 4'; 
K ~ cos 4', 
average fiber length 
number of fibers per unit vol- 
ume 
total number of fibers 
extinction efficiency 
backscattering efficiency 
fiber radius 
radial vector 
time 
TM mode Hertz potential 
TE mode Hertz potential 
amplitudes of the effective 
wave 

Wo = width of medium along Y axis un- 
der observation 

o~ = size parameter = 27rro/k 
~jk = Kronecker delta function 
y = polar angle measured from the X 

axis 
k = wavelength 
w = circular frequency 

Superscripts 
s = refers to scattering 
cr = mode of incident radiation, I 

(TM) or II (TE) 

Subscripts 
i = incident wave 

j ,  k = index, refers to the fiber 
n, s = index, - ~  to 

t = transmitted wave 
a = mode of the incident radiation, I 

(TM) or II (TE) 
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Fig. 2 Two-dimensional radial distribution functions (Chae et al., 1969; 
Wood, 1970) 

is generally valid for both finite and semi-infinite media. The 
scattering amplitudes X~ and Y~ are obtained by solving Eqs. 
(2) and (3) .  

The effective propagation constant and amplitudes provide 
all the information for formulating the coherent and incoherent 
scattering characteristics of the fibrous medium. The time-aver- 
aged coherent scattered intensity function is given by 'Lee and 
Grzesik, 1995): 

N N 

1 
I~ = - -  Re { ~ E y ) x (  ~ I-I~?)* } 

2So j=~ ~=t 

= [/3~p"l~{[ ~2 ( - 1 ) " X ~ e x p ( i n O , ) l  ~ 

c~  

+ ] Y~ (-1)"Y,~exp(inO~)la}m (7) 

where So is the incident flux, nr = - c o s  ~bi cos 0iex - cos q5 i 
× sin 0~% + sin qS~e~, and 

K~ - k~ p,~ (8) 
K ~ + k ~  

is the reflection coefficient, which measures the deviation of 
the effective propagation constant of the medium containing 
fibers from that without fibers. Derivation of Eq. (7) requires 

the relations between the electric (E7 ") and magnetic (H7 ~) 
fields and the Hertz potentials: 

i 
E y  = -~Tx(e~v~ S) + 7- ~Tx~Tx(ezu] ~') 

go 
(9) 

i 
Z, H y  = - ~T x( e~uy) - 7- ~T x~Tx( e~v7 ~) 

Xo 
(10) 

where Zo is the impedance of the medium. Note that I~ corre- 
sponds to the specular component of the reflected radiation, 
which occurs only if the refractive index changes across the 
interface of the fibrous medium. The apparent refractive index 
of the fibrous medium is given by Ko~/ko, which is complex 
and different from unity due to the presence of fibers. Lee 
(1992) showed that K~/k~ ~ 1 asf~ ~ 0, so that the coherent 
scattered component vanishes in a high-porosity fibrous me- 
dium. 

The time-averaged incoherent, i.e., diffuse, scattered intensity 
is equal to the difference between the total and the coherent 
scattered radiation. The incoherent scattered intensity function 
is given by (Lee and Grzesik, 1995) 

I~-(7) = 
gp 

2SoWo cos qS/ cos 0i 

X Re{ <E~'xH ~'*) - (E~'>x(H~')  * } 

fo 1 + R eq  ~(y) 
= e, 7r2a 2 cos2 ~bt cos O~K~/ko 

t o  

× { I  ~ X,~exp( iny ) l  2 

I ~ Y ~ e x p ( i n 7 ) l  2} (11) 
n = - - ~  

where e~ = cos ~b~e,. + sin ~b~e~, KL is the imaginary part of  
K~, and ?r/2 ~ Y -~ 37r/2 is the range of the back-scattering 
angle. Derivation of Eq. ( 11 ) requires taking the cross product 
of  Eqs. (9) and (10) prior to performing the conditional averag- 
ing. The function ~ is given by 

2f~ ~ '  
~ ( Y )  = ~ {0o ~ + 2 Y~ ~0~ cos n [ y  + t an - '  

n = l  

× (ko cos ~b/ sin Oi/ReK~)]} (12) 
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where 

= f:o J"{ [(ReK~)2 + (ko cos qbi sin Oi)2]l/2R} 

× Jn(IoR)[g(R) - 1]RdR (13) 

Integrating Eq. (11 ) over the back-scattering direction yields 
the dependent backscattering efficiency as 

F 
3 7 r 1 2  

Q,,b = I ~ ( y ) .  e r d  T. (14) 
¢ ~ r / 2  

The scattering properties given by Eqs. (2) ,  (3),  (6),  (7),  
(11 ), and (14) are used to analyze the effect of incident angle 
and fiber size on dependent scattering in dense fibrous media. 

Results and Discussion 
The objective of the present study is to examine the effects 

of incident angle and fiber size on dependent scattering in dense 
fibrous media. The particular emphasis is to determine whether 
dependent scattering effects are more pronounced at normal or 
at oblique incidence. Numerical data are presented for silica 
fibers at the incident wavelength of 10 #m, at which the complex 
refractive index of silica is m = 2.62 - 0.28i (Malitson, 1965). 
Although analyses are performed only for one set of wavelength 
and refractive index, the trends of results for other wavelengths 
and refractive indices are expected to be similar. This is because 

the scattering properties are governed by the multiple scattering 
interactions between the fibers, which are described by the for- 
mulations presented herein based on a rigorous solution of Max- 
well 's relations. A different set of wavelength and refractive 
index would change the magnitude but not the trend of the 
numerical data. While a specific set of parameters has been used 
in the present numerical analyses, the conclusions are generally 
applicable to all parameter values. 

The effective propagation constant is solved from the disper- 
sion relation resulting from Eq. (2) by utilizing the double 
precision complex root finding subroutine DZANLY (IMSL, 
1989). The refractive index of the medium containing the inci- 
dent radiation is assumed to be identical to that containing the 
fibers, which is taken as unity for convenience. Silica fibers of 
radius 0.05, 0.5, 2.5, and 5 #m, which correspond to the size 
parameter a = 0.017r, 0.17r, 0.57r, and 7r, and incident angle 
ranging from 0 to 60 deg are assumed. The two-dimensional 
radial distribution functions g (R) reported by Chae et al. (1969) 
and Wood (1970), as shown in Fig. 2, are employed in the 
present analyses. The relative and absolute tolerances for the 
complex roots are specified at 0.001. 

The influence of dependent scattering is being examined by 
computing the scattering properties as a function of fiber volume 
fraction f~, which is related to the clearance-to-diameter ratio 

F - - = - - -  

c/d by c/d = ~/Tr/(2~/3fo) - 1. This relationship is based on 
the geometric consideration of parallel fibers arranged in a hex- 
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agonal pattern, which yields the highest packing density. The 
effect of fiber size on dependent scattering is first examined by 
evaluating the radiative properties of the fibrous medium at 
normal incidence. Figure 3 shows the dependent extinction ef- 
ficiency (Qed) normalized by the independent scattering effi- 
ciency (Qeo) for several size parameters a. The ratio Oea/aeo 
deviates from unity as f,  increases, which corresponds to de- 
creasing c/d and c/k for a given a.  Dependent scattering is 
accordingly more pronounced when the clearance between fi- 
bers is small compared to the fiber diameter and incident wave- 
length. For small fibers Qed/Q~o decreases monotonically with 
f~, whereas larger fibers show a different trend due to the higher 
values of c/d. Figure 4 shows the variation of the backscattering 
efficiency Q,b with fo and c/d. The scattering efficiency de- 
creases with larger size parameter due to multiple scattering. 
These curves suggest that Q.,.b peaks at 0.017r < a < 0.57r. The 
real part of the effective propagation constant Kr/ko is shown 
in Fig. 5, which corresponds to the apparent refractive index of 
the medium. For a sparse medium Kr/ko is close to unity. How- 
ever, a high f~ gives rise to an apparent electrical conductivity, 
which causes K/ko to depart from unity and a nonzero reflection 
coefficient. The coherent scattered radiation due to Fresnel re- 
flection then results, as shown in Fig. 6. Note that the coherent 
scattered radiation corresponds to the specular reflected compo- 
nent, which is negligible at low fo but becomes increasingly 
significant as f~ increases. The magnitude of the coherent scat- 

tered component therefore provides a direct measure of the 
effect of dependent scattering. 

The angle of incidence effect on dependent scattering is next 
examined. Figures 7 and 8 show the variation of Qed/Qeo with 
f~ for several incident angles for a = 0.017r and 0.17r, respec- 
tively. For a given Qed/Qeo, thef~ or c/d at the onset of depen- 
dent scattering is always smaller for normal than for oblique 
incidence. These results indicate that the demarcation of scatter- 
ing regimes by Lee (1994) based on normal incidence is conser- 
vative. The coherent scattered intensity for oblique incidence is 
shown in Fig. 9 for a = 0.017r, which reveals that the magnitude 
of coherent scattering is higher at normal incidence. These re- 
suits show the increasingly pronounced effect of dependent scat- 
tering as the fiber concentration increases. 

Lastly, the influence of fiber size and incident angle on the 
polarization components of K/ko is examined. Figures 10 and 
11 show the TM and TE mode extinction efficiencies for a = 
0.57r at several incident angles, respectively. The extinction 
efficiencies deviate negligibly from their independent scattering 
values at low f~, which are less sensitive to f~ at larger angle of 
incidence. The variation of the TM and TE mode Kr/ko with f~ 
is shown in Figs. 12 and 13, respectively. The substantial devia- 
tion of Kr/ko from unity at high fv indicates that Fresnel reflec- 
tion is significant. The presence of coherent scattered radiation 
highlights the major difference between the scattering behavior 
of high-density and low-density fibrous media. 
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Conc lus ion  

The influence of fiber size and oblique angle of incidence on 
the scattering behavior of high-density fibrous media has been 
examined by utilizing the dependent scattering theory. Depen- 
dent scattering is shown to be more pronounced at normal than 
at oblique incidence. This can be attributed to the shorter dis- 
tance that the scattered waves would traverse in successive 
scattering events. High fiber volume fraction causes the apparent 
refractive index of the medium to deviate from unity, thus giv- 
ing rise to coherent scattered radiation. The extinction effi- 
ciency, apparent refractive index of the medium, coherent scat- 
tered radiation, and back-scattering efficiency provide the nec- 
essary information for assessing the adequacy of the 
independent scattering assumption for a given fibrous medium. 
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Heater Orientation Effects on 
Pool Boiling of Micro-Porous- 
Enhanced Surfaces in Saturated 
FC-72 
Experiments" are perCbrmed to understand the effects of surface orientation on the 
pool boiling characteristics of a highly wetting fluid from a flush-mounted, micro- 
porous-enhanced square heater. Micro-porous enhancement was achieved by 
applying copper and aluminum particle coatings to the heater surfaces. Effects of 
heater orientation on CHF and nucleate boiling heat transfer for uncoated and coated 
surfaces are compared. A correlation is developed to predict the heater orientation 
ef[ect on CHF for those su~tces. 

Introduction 
The effects of the surface inclination angle on pool boiling 

heat transfer have been reported by different authors. Ishigai et 
al. (1961) investigated boiling from downward-facing copper 
disks (25 mm and 50 mm in diameter) in saturated water. 
Githinji and Sabersky (1963) recognized that inclined surfaces 
display different nucleate boiling curves. Marcus and Dropkin 
(1963) reported that the vapor bubble agitation motions contrib- 
uted to a higher heat transfer coefficient when the heater was 
in the vertical position. Nishikawa et al. (1984) presented exper- 
imental data for nucleate boiling of water from a copper surface 
at various orientations (0 = 0 to 175 deg). Their results showed 
enhancement of nucleate boiling performance due to increased 
angle at lower heat fluxes. The enhancement disappeared at heat 
fluxes higher than ~ 17 W/cm 2. Lienhard ( 1985 ), using Moissis 
and Berenson's (1963) model, explained this behavior as the 
transition from the isolated bubble regime to that of slugs and 
columns. He explained that bubble frequency and size are con- 
trolled by gravity in the isolated bubble regime, and hence 
surface orientation effects on heat transfer coefficients are sig- 
nificant. The influence of gravity on different orientations ap- 
peared to vanish above the transition heat flux. The enhance- 
ment of nucleate boiling due to increased angle at lower heat 
fluxes was also observed by Chen(1978) with saturated R-11, 
Vishnev et al. (1976), Nishio and Chandratilleke (1989) 
with saturated helium, and Beduz et al. (1988) with saturated 
nitrogen. 

More recently, E1-Genk and Guo (1993) performed quench- 
ing experiments investigating transient pool boiling from a cop- 
per disk (50.8 mm in diameter and 12.8 mm thick) in saturated 
water. With the quenching method, compared with the steady- 
state heating method, the surface heat flux was determined from 
the rate of change of the energy stored in the disk with time. 
Their nucleate boiling curves for the inclined, downward-facing 
disk (0 = 90 to 180 deg) showed a slight decrease of superheat 
due to increased angle. They also collected available CHF data 
from other investigators for saturated nitrogen, water, and he- 
lium. The collected steady-state CHF data, along with their 
transient CHF data, were correlated as a function of inclination 
angle for each of the boiling liquids. 

Surface orientation effects on pool boiling heat transfer with 
enhanced surfaces have also been investigated experimentally. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 27, 
1995; revision received July 22, 1996. Keywords: Augmentation and Enhance- 
ment, Boiling, Porous Media. Associate Technical Editor: V. K. Dhir. 

Fujii et al. (1979) conducted a test with a porous-surface disk 
(40 mm diameter) in saturated R-113. Their surface was made 
by electroplating copper particles (0.115 mm mean diameter) 
to the surface with a thickness of two to three particle diameters. 
They compared the performance of the porous surface against 
that of a smooth surface for three angular positions (0 = 0, 
45, and 90 deg). For the porous surface, a small decrease in 
performance versus orientation angle was observed, while the 
performance of the smooth surface increased with increasing 
angle. Bubbles trapped within the porous layer were thought to 
produce an added thermal resistance, resulting in a decrease in 
the nucleate boiling heat transfer coefficient. Czikk et al. ( 1981 ) 
noted that surface orientation had a small effect on the pool 
boiling heat transfer coefficient of the porous High-Flux sur- 
faces. Jung et al. (1987) investigated the pool boiling curves 
of 80 mm diameter circular surfaces enhanced with a flame- 
sprayed metal coating. Their experimental data in saturated R- 
11 showed nearly identical nucleate boiling curves for different 
0 values. They also observed negligible CHF enhancement over 
unsprayed surfaces, indicating that metal spraying is not effec- 
tive for augmenting CHF. Beduz et al. (1988) found an angular 
dependence of CHF for saturated liquid nitrogen with differ- 
ently finished surfaces. The surfaces tested were smooth, 
grooved and rolled, and plasma sprayed. In all cases, the highest 
CHF was obtained at the horizontal upward position (0 = 0 
deg). Their data showed a steady decrease in CHF with increas- 
ing angle for all surfaces tested. 

Many boiling enhancement studies have been performed us- 
ing structured surfaces, as summarized by Thome (1990). 
While many of the enhanced surfaces tested have demonstrated 
the ability to reduce wall superheat and increase CHF, their 
feature sizes were apparently too large to trap a large number 
of embryonic bubbles effectively when immersed in dielectric 
liquids (e.g., refrigerants). Tests by You et al. (1990) have 
shown that both the boiling nucleation and the boiling site den- 
sity can be efficiently increased by manufacturing optimum 
cavity sizes on a heated surface. You et al. (199l)  introduced 
a "particle layering" technique, which was applied to a flat 
surface. Alumina (A1203) particles (0.3 to 3 #m) were sprayed 
to a heater surface and tested in FC-72. The deposited particles 
adhered to the surface by van der Waals molecular attraction 
forces. They reported significant reductions in incipient and 
nucleate boiling superheats (~50  percent), and an increase 
ill CHF (~-032 percent). Recently, O'Connor and You (1995) 
developed a boiling enhancement paint with silver flakes (3 to 
10 /~m). Their treated surface immersed in saturated FC-72 
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showed ~80 percent reduction in nucleate boiling superheat and 
a ~. 109 percent increase in CHF over the nonpainted surf'ace. 
O'Connor et al. (1995) developed a dielectric paint, made with 
diamond particles (8 to 12 ,am), for applications in electronic 
component cooling. Their dielectric paint surface showed nearly 
identical pool boiling enhancement with that of the silver flake 
paint. 

In response to the trend of increased power loads from minia- 
turized electronic devices, direct immersion cooling has been 
considered as one of the most promising cooling schemes for 
high-heat-density devices. Proper packaging of future electronic 
devices will require the accurate prediction of heat transfer 
characteristics for nucleate boiling and CHF. Surface orientation 
is an important packaging parameter, which affects the boiling 
heat transfer performance of a heated surface. As an extension 
of You et al. ( 1991 ), O'Connor and You (1995), and O'Connor 
et al. (1995), the present research was conducted with a flush- 
mounted, thick metal heater immersed in saturated FC-72, a 
highly wetting dielectric fluid. In this research, the micro-porous 
enhancement technique was used to produce boiling-enhanced 
surfaces. Experiments were performed to understand the effects 
of enhanced-surface heater orientation on pool boiling heat 
transfer. Two different micro-porous surfaces and a plain refer- 
ence surface were tested. 

Experimental Apparatus and Procedure 

Test Facility. The pool boiling test facility used for this 
research is shown in Fig. 1. The test liquid was contained within 
a glass vessel, 260 mm high and 160 mm in diameter, which 
was submerged in a Lexan water container. The water container 
served as an isothermal bath. Water temperature was controlled 
by a 1000 W immersion heater/circulator. A magnetic stirring 
bar was located inside the test vessel and was used to accelerate 
the degassing process before each test. A water-cooled con- 
denser was used during degassing and testing to minimize loss 
of the test liquid. Atmospheric pressure was maintained by vent- 
ing the test vessel to ambient. Two copper-constantan thermo- 
couples were placed within the test vessel to measure bulk 
liquid temperature. The test heater assembly was mounted to 
an aluminum support bar, which enabled rotation of the heater 
to a desired inclination angle. 

A DC power supply was connected in series with a shunt 
resistor and the test heater. The shunt resistor, rated at 100 mV 
and 10 A, was used to determine the current in the electric 
circuit. Direct current was supplied to the heating element by 
the DC power supply. A measured voltage drop across the test 
heater was used to estimate heat flux applied by the power 
supply. 

Figure 2 shows the test heater assembly used during this 
study. Serpentine windings of a thin nichrome wire (0.144 mm 
diameter) were attached to a Teflon substrate (11 mm thick) 
using Omegabond 200 high-temperature epoxy (k ~ 1.4 W/ 
mK). A 1.5-mm-thick block of copper ( 10 mm × 10 mm) was 
bonded on top of the heating element also using Omegabond 
200 epoxy. Two layers of epoxy assured electrical insulation 
between the copper and the nichrome. To minimize the epoxy 
thickness, it was cured within an oven maintained at 423 K 
with a weight resting on top of the copper block. Electrical 
leads were soldered to each end of the nichrome wire. The 

Thermocouple to Condenser 
read-out 

Power..,,_,,.,,,,.& ̂ ^  A.., nser 
supply [ _ ~ _ ~  
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Immersion me 
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Fig. 1 Schematic of test apparatus 

resulting heating element resistance was about 12 ohms. This 
heating element was set in a Lexan frame and surrounded by a 
two-part, 3M epoxy (1832L-B/A, k ~ 0.067 W/mK) to gener- 
ate a flush-mounted heating surface. The copper block had two 
holes (1 mm diameter and 5 mm depth) drilled into its center 
from one edge. Two copper-constantan thermocouples (30 wire 
gage, 0.255 mm diameter) were inserted and soldered in the 
holes to provide surface temperature measurements. The com- 
pleted test heater was attached to the aluminum support bar 
with a bolt. 

Test Procedure. The immersion heater/circulator was 
turned on to heat the water bath to the saturation temperature 
of test liquid. Once the test liquid reached its saturation tempera- 
ture, it was left at this state for two hours to remove dissolved 
gases. A magnetic stirrer was used during this process to accel- 
erate dissolved gas removal. After degassing, the magnetic stir- 
rer was turned off and data acquisition begun. 

Heat flux was controlled by the voltage input of a DC power 
supply. After each voltage increase (heat-flux increment), a 15- 
second delay was imposed before initiating data acquisition. 
After the delay, the computer collected and averaged 125 sur- 
face-temperature data points from each thermocouple, which 
took about 15 seconds. This was immediately followed by the 
acquisition and averaging of an additional 125 data points per 
thermocouple. A comparison was then made between these two 
average temperatures for each thermocouple. This procedure 

N o m e n c l a t u r e  

CHF = critical heat flux, W/cm 2 
CHFm,x = maximum critical heat flux, 

W/cm 2 
CHFz = CHF predicted by Zuber 

(1959), W/cm 2 
C(O) = coefficient of Eq. (2) 

hfs = heat of vaporization, kJ/kg 
k = thermal conductivity, W/mK 

qw = heat flux, W/cm 2 
0 = surface inclination angle from hori- 

zontal upward position, deg 

p~ = density of boiling liquid, kg/m 3 
p~, = vapor density of boiling liquid, kg/ 

m 3 

~r = surface tension of boiling liquid, N/ 
m 
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(b) Heater assembly 
Fig. 2 Test heater geometry 

was repeated until the temperature differences for all thermo- 
couples were less than 0.2 K. The test section at this point was 
assumed to be steady state. Usually it took about 45 seconds 
to reach the steady-state condition after each heat-flux incre- 
ment: After reaching steady state, bulk fluid temperature was 
measured and heat flux was calculated. 

For heat-flux values greater than ~80 percent of CHF, instan- 
taneous surface temperature was monitored for 45 seconds after 
each heat-flux increment to prevent heater burnout. Each instan- 
taneous surface temperature measurement was compared with 
the average surface temperature from the previous heat flux. If 
a temperature difference larger than 30 K from any thermocou- 
pie was detected, the data acquisition algorithm assumed CHF 
and immediately shut down the power supply. The CHF value 
was computed as the steady-state heat-flux value just prior to 
power supply shutdown plus half of the increment. The heat- 
flux increments used near CHF were ~0.1 W/cm 2 for the facing 
downward position (0 = 180 deg) and ~0.5 W/cm 2 for the 
other angular positions. When the data acquisition algorithm 
detected CHF, vapor film was observed to form over the heater 
surface, assuring transition to film boiling. If CHF was not 
detected during the 45-second delay, collecting and averaging 
of 125 surface temperature data points from each thermocouple 
was initiated and repeated until the steady-state condition was 
achieved. At least two consecutive runs were conducted for 
each surface tested. The time interval between these runs was 
determined by monitoring test heater surface temperature. The 
surface was assumed to reach thermal equilibrium if the surface 
temperature averaged over approximately 10 s was within ±0.1 
K of the saturated bulk fluid temperature. In all cases, this time 
interval between runs was no less than 1 hour. 

Since the thermocouples were embedded within the copper 
block, temperatures measured with them were averaged and 

corrected by a one-dimensional heat conduction model to obtain 
the representative heater surface temperature at each applied 
heat flux. This correction was less than 0.5 K for all cases, 
however. 

Substrate conduction losses were estimated based upon those 
conducted by O'Connor and You (1995) whose heater had a 
design similar to that of the present one. Heat losses for their 
heater were estimated to be between 15 and 5 percent for heat 
fluxes between 0.5 and 15 W/cm 2, respectively. Their overall 
uncertainty estimates in heat flux were 15.5 and 5 percent for 
the above-referred heat-flux conditions. The uncertainty esti- 
mates of the present heater can be estimated to be smaller than 
those of O'Connor and You for the larger surface area (1.0 
versus 0.825 cm 2) with comparable thicknesses. Also, the un- 
certainties associated with the CHF values of the present tests 
were estimated to be 7 percent for the plain surfaces and 5 
percent for the enhanced surfaces. 

Results and Discussion 
All experiments were conducted using saturated FC-72 at 1 

atm. The tested surfaces included a smooth or "plain" reference 
surface and two plain surfaces coated with two different micro- 
porous-enhancement coatings. 

Pool Boiling Tests of Plain Surfaces. The plain surface 
was tested first. Four plain-surface heaters were constructed to 
examine nucleate boiling heat transfer. The copper surface of 
the heater was polished using Brasso. After polishing, a small 
amount of 3M epoxy (1832L-B/A) was carefully applied 
around the perimeter of the heater surface to prevent undesired 
edge nucleation sites. Figure 3 illustrates the reproducibility of 
the plain surface roughness. Each boiling curve was generated 
from a different test heater. The natural convection and nucleate 
boiling data fall within scatter bands of _+0.4 K and _+2.0 K, 
respectively. Incipient superheat values range from 25 to 40 K. 
The CHF values range between 13.2 and 16.0 W/cmL Zuber's 
(1959) correlation predicts CHF~ = 15.1 W/cm 2 for saturated 
FC-72. 

The saturated pool boiling curves are compared with that of 
O'Connor et al. ( 1995 ) in Fig. 3. The natural convection data of 
the current heaters showed about 30 percent lower heat transfer 
coefficients, which can be primarily attributed to larger surface 

102I'234 I ' I 'l 'l '~'l'='l I I I I  ' I ' I ' I ' I ' I ' I 'PlcHF (13.2-1 6.0 W/cm 2)111~ 
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10"110° 2 a 4 5 8 101 2 a 4 5 6 102 
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Fig.3 Surface't°'surface variati°ns °f plain'surface P°°l b°iling mh°ri- 
zontal-upward position (0 = 0 deg) 
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area ( 1.0 versus 0.825 cm 2) and smaller aspect ratio ( 1.0 versus 
3.3). Incipient superheat, nucleate boiling superheat, and CHF 
are in good agreement for the two types of heaters. The boiling 
curve with a CHF of 13.4 W/cm 2 was selected to serve as a 
reference for comparison with the enhanced-surface heaters. 

Pool Boiling Tests of Micro-Porous-Enhanced Surfaces. 
Optimum cavity geometry and high nucleation site density are 
of great importance for boiling heat transfer enhancement. In 
the technique developed by O'Connor and You (1995), the 
enhancement paint was manufactured by combining silver flake 
particles with epoxy (Omegabond 101) and isopropyl alcohol. 
O'Connor et al. ( 1995 ) used diamond parti~zles instead of silver 
flakes. 

In the present study, copper particles and aluminum particles 
were used. Isopropyl alcohol and Omegabond 101 were re- 
placed with M.E.K. (methyl-ethyl-ketone) and Devcon Brush- 
able-Ceramic epoxy, respectively. Optimum paint composition 
studies were conducted, suggesting the following mixtures: 1.5 
g of metal particles, 10 ml of M.E.K., and 0.4 ml of Devcon 
Brushable-Ceramic. The resulting new coatings are identified 
as "CBM" and "ABM,"  named from the initial letters of 
each of the three components (e.g., copper-brushable ceramic- 
M.E.K.). These coatings were painted on the copper reference 
surfaces following the application technique given by O'Connor 
and You ( 1995 ). M.E.K. is a highly volatile solvent that quickly 
evaporates. To completely cure in a reduced time, the coated 
heaters were baked in an oven at 423 K for about l hour. 

Scanning electron microscope (SEM) images of the top 
views of the CBM and ABM coatings are shown in Fig. 4. 
Aluminum particle sizes in the ABM coating (1 to 20 #m) are 
smaller than the particle sizes in the CBM coating (1 to 50 
/~m). However, large copper particles within the CBM coating 
have numerous additional cavity structures on their surfaces 
with sizes on the order of microns. Both coatings are multilay- 
ered micro-porous structures having thicknesses of ~100 #m 
for the CBM coating and ~50 #m for the ABM coating. 

Figure 5 illustrates representative pool boiling data for the 
CBM and ABM coated surfaces. The CBM and ABM surfaces 
show incipient superheats of ~8.8 K and ~6.3 K, respectively. 
These incipient superheats are close to the 8.5-10 K reported 
by O'Connor and You (1995) for the silver flake coating and 
O'Connor et al. (1995) for the diamond coating. The incipient 
superheats for the CBM and ABM surfaces were about 80 per- 
cent lower than that of the reference surface and were repeat- 
able. Upon incipience, both micro-porous-enhanced surfaces 
produced nucleate boiling over the entire surface area, generat- 
ing discrete tiny bubbles less than 0.2 mm in diameter. The 
reference-surface natural convection regime was replaced al- 
most entirely by the nucleate boiling regime of the coated sur- 
faces as seen in Fig. 5. At lower heat fluxes, the uncoated 
surface experienced about 10 times higher wall superheats than 
the coated surfaces. 

Throughout the nucleate boiling regime, both CBM and ABM 
surfaces consistently augmented heat transfer coefficients by 
approximately 330 percent compared to those of the reference 
surface. This enhancement was the result of the dramatically 
increased active nucleation site density caused by the surface 
microstructures provided by each coating. The CBM and ABM 
coatings provided repeatable CHF values with ~100 percent 
enhancement over the reference surface. These enhanced CHF 
values (26.8 W/cm 2 for CBM and 26.3 W/cm 2 for ABM) 
confirmed the CHF dependence on surface microstructures, 
which was discussed by O'Connor and You (1995). These 
values pointed out that the CHF prediction by Zuber (1959) 
did not account for the role of surface microstructures. 

Heater Orientation Effect. The effects of heater orienta- 
tion on CHF and nucleate boiling heat transfer were investigated 
for the plain, CBM, and ABM surfaces. Five orientations (0 = 
0, 45, 90, 135, and 180 deg) were considered for each surface. 

50 gm 
'1 

| 

(a) CBM 

Fig. 4 

(b) A B M  

Surface microstructure SEM images of CBM and ABM coatings 

Test results for the plain surface are presented in Fig. 6. 
The orientation effect on single-phase natural convection is to 
decrease heat transfer substantially between 135 and 180 deg. 
In the nucleate boiling regime, higher inclination angles (be- 
tween 0 and 90 deg) provided better heat transfer. This is attrib- 
uted to an increased number of active nucleation sites. In the 0 
= 90 deg case, inactive nucleation sites were activated by the 
rising bubbles from active sites below them on the surface. 
However, as heat flux was increased further, this effect disap- 
peared. For 0 = 90 and 135 deg, a noticeable decrease in nucle- 
ate boiling heat transfer coefficient was observed with increas- 
ing inclination angle, which appears to be opposite to that re- 
ported by Nishikawa et al. (1984) for boiling water. Nishikawa 
et al. observed that the surface orientation effect was substantial 
in the low-heat-flux nucleate boiling region where heat transfer 
increased as inclination angle increased from 0 = 0 to 175 deg. 
However, in the high-heat-flux region, no marked effect was 
noticed. During the tests performed by Nishikawa et al., the 
transitional heat flux ( ~ 17 W/cm 2) between those distinct heat- 
flux ranges was approximately 15 percent of CHFz for saturated 
water. An important difference between the tests of Nishikawa 
et al. and the present test is that Nishikawa et al. used decreasing 
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heat-flux conditions, whereas the present test was conducted 
under increasing heat-flux conditions. Under decreasing heat- 
flux conditions, cessation of bubbles is retarded for downward- 
facing surfaces in the partially developed nucleate boiling re- 
gion. Therefore, higher heat transfer coefficients might be ob- 
served with increasing inclination angle. For the present test, 
since a higher heat-flux value (or wall superheat value) is re- 
quired to initiate nucleate boiling in FC-72 than in water, the 
partially developed nucleate boiling region (equivalent to that of 
water boiling) was replaced by single-phase natural convection. 
Fully developed nucleate boiling was then observed from the 
initiation of nucleate boiling. In the fully developed nucleate 
boiling regime, the decrease in the nucleate boiling heat transfer 
coefficient for the 0 = 135 deg case in Fig. 6 may be due to 
the increased thermal resistance from the elongated bubbles 
with decreased departure frequency over the inclined down- 
ward-lacing heater surface. Nishikawa et al. also observed the 
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similar trend of decreasing heat transfer coefficient from the 
inclined downward-facing surface above the transitional heat 
flux, although it was slight. As described previously, You 
(1990) observed pool boiling curve trends that were similar to 
the present test. 

At an inclination angle of 180 deg, a dramatic difference in 
the heat transfer mechanism was observed. At incipience, a 
large vapor bubble formed, which eventually covered the entire 
heated surface. This bubble was nearly stationary, moving 
slightly as it grew. Departure of this bubble from the heater 
surface was followed by the formation of a new bubble. The 
departing bubbles were much larger than those of the upward- 
facing cases, accompanied by a corresponding decrease in de- 
parture frequency. The increased thermal resistance due to the 
vapor bubble covering the surface produced a very low value 
of CHF (1.6 W/cm 2) for the 0 = lg0 deg case. The boiling 
crisis mechanism in this case could be described as "dry-out" 
rather than "hydrodynamic" CHF. 

Figure 7 shows the heater orientation effect on the CBM 
surface. The trends observed in this figure are quite different 
from those in Fig. 6 with the plain surface. The nucleate boiling 
curves for all orientations are almost identical. This trend shows 
that the micro-porous structures of the CBM coating provided 
stable nucleation at any angle. Considering application to im- 
mersion-cooled electronic device surfaces, this stable nucleation 
is beneficial in producing a uniform temperature field as well 
as enhancing boiling over coated surfaces of different configu- 
rations. By implementing the coating technique over heat-gener- 
ating device surfaces, thermal stress induced from nonuniform 
temperature fields can be effectively reduced, and hence failure 
rate is also reduced. In all CBM cases, incipient superheats 
were observed to be repeatable within a range of 5 to 8 K. 
Test results of the ABM surface (not shown) indicated similar 
behavior with the CBM surface. After testing at five different 
angular positions, the 0 = 0 deg pool boiling curve was repro- 
duced for each surface tested. Identical pool boiling curves for 
each surface assured the consistency and repeatability of the 
present data. 

The heater orientation effect on CHF is presented in Fig. 8 
for the plain, CBM, and ABM surfaces• The CHF data were 
normalized by the maximum CHF. Maximum CHF was always 
obtained at the horizontal-upward position (0 = 0 deg). As 
seen in Fig. 8, CHF data for each surface follow a similar 
trend versus angular position. The CHF value is decreased as 
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inclination angle is increased, decreasing dramatically for 135 
deg < 0 < 180 deg. The similarity in the normalized CHF data 
for each of the three different heater surfaces shows that the 
CHF mechanism is strongly affected by heater orientation. The 
normalized CHF data were correlated against inclination angle 
using the following empirically derived equation: 

CHF 
- -  = 1.0 - (0.00120)0 tan (0.4140) 
CHFmax 

- 0.122 sin (0.3180) (1) 

As seen in Fig. 8, Eq. ( 1 ) is within ~8 percent of the experimen- 
tal data for 0 < 135 deg, and _+27 percent for 0 = 180 deg. 

For plain, untreated surfaces, E1-Genk and Guo (1993) used 
a different equation to correlate normalized CHF data with incli- 
nation angle. They used the general form suggested by Kutatel- 
adze (1952) and Zuber (1959), except here the coefficient, 
C(O), is a function of inclination angle: 

CHF(0) = C(O)p~/2hfg[~rg(pi- lOv)] 114 (2) 

In Eq. (2), Kutateladze and Zuber used a constant value of 
0.131 in place of C(0). E1-Genk and Guo derived three different 
C(0) functions for three boiling liquids based upon the experi- 
mental data of Beduz et al. (1988), E1-Genk and Guo (1993), 
and Vishnev et al. (1976). The experimental data and their 
fitted curves are plotted together in Fig. 9 to compare with Eq. 
(1). Beduz et al. (1988) tested for nitrogen, E1-Genk and Guo 
(1993) for water, and Vishnev et al. (1976) for helium. Beduz 
et al. used two different heater materials, copper and aluminum. 
The data sets from the copper and aluminum heaters were com- 
pared with the current correlation. For 0 deg < 0 < 160 deg, 
the normalized CHF data of Beduz et al. from the copper heater 
agree well with Eq. (1), whereas the data from the aluminum 
heater scatter below Eq. ( 1 ). As inclination angle is increased 
further, their copper and aluminum CHF data show larger values 
than the correlation and increased scatter. E1-Genk and Guo 
produced CHF data for downward-facing positions (0 = 90 to 
180 deg). The CHF,,,x of their data was not reported and was 
therefore assumed to match Zuber's (1959) prediction: CHFz 
= 111 W/cm 2 for saturated water. Their normalized CHF data 
show a similar scattering trend with those of Beduz et al. around 
Eq. ( 1 ). The CHF data of helium from Vishnev et al. and those 
of FC-72 from You (1990) are located below and above Eq. 

( 1 ), respectively. Most of the other data fell between the two 
bounds provided by the data of Vishnev et al. and You. You 
(1990) used a platinum-sputtered heater (5 mm × 5 ram) in 
gassy subcooled FC-72. As discussed by Bar-Cohen and McNeil 
(1992), and Carvalho and Bergles (1992), a thin-film heater 
with a small heater effusivity experiences a different CHF 
mechanism from the conventional "thick" metal heater. Local 
dry patches on some portions of the thin-film heater can produce 
lower CHF values than those of thick heaters by the hydrody- 
namic CHF mechanism. Considering the different characteris- 
tics of the test heaters, both the present data and those of You 
exhibit similar trends. 

Conclusions 
Experiments were performed to understand the effects of 

surface orientation on the pool boiling performance of flush- 
mounted square heaters. Three heater surfaces (plain, copper- 
particle-coated, and aluminum-particle-coated) were tested in a 
pool of saturated FC-72 at atmospheric pressure. 

1 Micro-porous-enhanced surfaces (CBM and ABM) 
showed about an 80 percent reduction in incipience superheat, 
about a 330 percent enhancement in the nucleate boiling heat 
transfer coefficient, and about a 100 percent enhancement in 
CHF over an unenhanced surface. These performance enhance- 
ments were due to the creation of micro-porous structures on 
the heater surface, which significantly increased the number of 
active nucleation sites. 

2 When the plain surface was rotated from 0 = 0 to 90 
deg, higher inclination angles provided better heat transfer in 
the nucleate boiling regime. However, as the orientation angle 
was further increased from 0 = 90 to 180 deg, nucleate boiling 
heat transfer noticeably decreased at higher heat fluxes. This 
reduction in boiling heat transfer contrasts with previous re- 
searchers' observations at the partially developed nucleate boil- 
ing region. For the present test, due to the higher heat-flux value 
(or wall superheat value) required to initiate nucleate boiling 
in FC-72, the partially developed nucleate boiling region was 
replaced by single-phase natural convection. 

3 Nucleate boiling superheats of the micro-porous-en- 
hanced surfaces were independent of orientation. This behavior 
is attributed to the presence of active nucleation sites over the 
entire heater surface regardless of orientation angle. 
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4 Normalized CHF data at different orientations were corre- 
lated against inclination angle using the following empirically 
derived equation: 

CHF 

CHF ...... 

= 1.0 - (0.00120)0 tan (0.4140) - 0.122 sin (0.3180) 

The similarity in normalized CHF data for the three different 
heater surfaces (plain, CBM, and A B M )  shows that the CHF 
mechanism is strongly affected by heater orientation. 
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ModelingMof Nonequilibrium 
Surface elting and 
Resolidification for Pure Metals 
and Binary Alloys 
A model was developed for surface melting and resolidification of  both pure metal 
and binary alloy substrates. Nonequilibrium kinetics are introduced in the model to 
account for the departure from thermodynamic equilibrium at the solid~liquid inter- 
.face. The modeled problem involves a moving boundary with both heat and solute 
diffusion and is solved by an implicit control volume integral method with solid/ 
liquid interface immobilization by coordinate transformation. To illustrate the model 
capabilities, we have analyzed laser-induced surface melting of pure metals ( Al, Cu, 
Ni, Ti ) and dilute A l -Cu alloys, and some typical results are presented. The computa- 
tion results show some large solid overheating and melt undercooling effects, which 
result from the high heat flux and the slow kinetics. Large interface velocity variations 
are also seen during the process, depending on the substrate material and laser flux. 
Complex interface velocity variations during the earlier stages of  resolidification 
were also predicted for the alloys, and result from interactions between the several 
physical mechanisms involved. Results on interface temperatures, solute concentra- 
tions, and nonequilibrium partition coefficients are also presented. 

1 Introduction 
Surface modification by laser processing techniques has been 

used increasingly in recent years. It is intended to alter the 
composition and microstructure of the surface layer and thereby 
to improve the surface properties. The beneficial effects of using 
a high-power laser for surface treatment are: conservation of 
strategic or expensive alloying elements, formation of nonequi- 
librium crystalline and amorphous phases, grain refinement, ho- 
mogenization of microstructures, increased solid solubilities of 
alloying elements, and modification of segregation patterns 
(Molian, 1989). Many such effects of laser surface processing 
are attributed to the rapid heating and subsequent nonequilib- 
rium solidification achieved. In addition, quantitative measure- 
ments of interface velocity and temperature of pulsed laser irra- 
diation of semiconductors (Tsao et al., 1986a), as well as of 
aluminum (Tsao et al., 1986b) and some noble metals (Mac- 
Donald et al., 1989), have provided important information to- 
ward the understanding of the fundamental physics of nonequi- 
librium melting and solidification. 

Experimental work on various laser surface techniques has 
been conducted for both fundamental studies (Gill and Kurz, 
1995) and engineering applications (Molian, 1989). Numerical 
work has also been carried out to analyze the related solidifica- 
tion process, with much of the earlier work on heat transfer and 
melt pool formation being based on an equilibrium phase 
change model (e.g., Hsu et al., 1978; Sekhar et al., 1983). 
This equilibrium model assumes that the solid/liquid interface 
remains at local equilibrium during melting and solidification, 
i.e., that the interface temperature remains at the equilibrium 
melting temperature. This assumption excludes the kinetics ef- 
fects of phase change and reduces the analysis of the process 
to a pure thermal and hydrodynamic problem. This is a good 
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approximation for cases with low laser energy and long laser 
exposure time, but in order to take full advantage of the laser 
surface modification technique, one might want instead a high 
intensity and a very short exposure time. This combination 
would then generate very fast melting and rapid resolidification. 
Under such conditions, the solid/liquid interface may exhibit 
strong nonequilibrium effects. These nonequilibrium features 
may then result in the physical effects that make these surface 
processing techniques attractive. 

The existence of nonequilibrium effects in the surface melting 
process makes its analysis more complicated, however, because 
of strong interactions between heat transfer, mass difthsion, and 
nonequilibrium melting and solidification kinetics. Mathemati- 
cally, the boundary conditions at the moving solid/liquid inter- 
face need then to reflect the nonequilibrium phase change kinet- 
ics. These conditions are usually expressed by interface re- 
sponse functions (Baker and Cahn, 1971), which relate the 
interface velocity to the interface temperature and the composi- 
tion of the liquid or solid. 

The interface response functions are a mathematical descrip- 
tion of how atoms leave from or are incorporated onto lattice 
sites during melting or solidification, and reflect the kinetics of 
the phase change process. A kinetics analysis indicates that the 
interface growth can be either short-range diffusion-limited or 
collision-limited (Turnbull, 1981 ; Aziz and Boettinger, 1994). 
In the former case, the movement of atoms across the interface 
from liquid to solid is similar to the diffusion in the bulk melt. 
In the latter case, however, crystallization events are assumed 
to be limited only by the impingement rate of atoms on the 
crystal surface. Experimental results suggest that diffusion-lim- 
ited growth would occur for crystallization of oxide glasses and 
covalent materials, but that the collision-limited growth may be 
better suited to the cases of simple molecular melts (Aziz and 
Boettinger, 1994). 

Some models of laser surface melting using various types of 
nonequilibrium kinetics relationships have been developed in 
the literature. For example, Wood and Geist (1986) include the 
kinetics-induced overheating and undercooling when analyzing 
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pulsed laser melting of amorphous silicon thin film deposed on 
crystalline silicon. MacDonald et al. (1989) developed a similar 
model but used an implicit finite difference method and an 
updated melting and solidification kinetics theory to analyze the 
laser surface melting of noble metals (copper and gold). Some 
simplified analyses, which include nonequilibrium effects in 
alloy solidification, have also been conducted for the planar 
alloy solidification in pulsed laser surface melting by Reitano 
et al. (1994). Their work, however, decouples the heat and 
mass diffusion problems, and the interface velocity calculated 
by a one-dimensional heat conduction model is used as input 
in a one-dimensional diffusion model with "solute trapping" 
taken into account. Kar and Mazumder (1987) also performed 
an analysis of the laser-cladding process with a one-dimensional 
heat and mass diffusion model. This model included solute 
trapping but did not include the variation of the interface tem- 
perature with the velocity and solute concentrations at the inter- 
face. 

In the present paper, a general model of heat and mass transfer 
during pulsed laser surface melting is developed for both pure 
metals and dilute binary alloys. The collision-limited growth 
kinetics relationships were thought to be better suited for such 
materials and were thus incorporated into this model to treat 
both nonequilibrium melting and resolidification. Therefore, 
both the overheating during melting and the undercooling dur- 
ing resolidification at the solid/liquid interface can be calcu- 
lated. For a dilute binary alloy, the solute trapping phenomena 
is also included by using Aziz's (1982) continuous growth 
solute trapping model. The resulting model is a moving bound- 
ary problem with heat and solute diffusion and strongly nonlin- 
ear coupled moving boundary conditions. The numerical treat- 
ment of this problem is based on a recently developed numerical 
technique (Wang and Matthys, 1993) used to model planar 
alloy solidification during the splat cooling process. This numer- 
ical method is based on an implicit finite difference method 
with solid/liquid interface immobilization by coordinate trans- 
formation. An efficient iteration scheme and a nonuniform grid 
are also used to treat the unknown interface parameters and the 
large solute gradient in front of the interface. For illustration of 
the model capabilities, laser surface melting of pure metals (A1, 
Cu, Ni, Ti) and dilute A1-Cu alloys is analyzed and some 
typical results are presented. Although we are not aware of 
experimental data that would enable us to verify the model 
predictions directly, we believe that these numerical results will 
contribute to a better understanding of the basic physics of this 
complex process. 

2 Physical Model and Formulation 

2.1 Assumptions. In laser surface melting, the substrate 
will heat up when the laser is fired at the substrate, with the 
melting process starting when the surface temperature reaches 

the melting temperature of the material. As the substrate is 
further irradiated, the liquid layer thickens and the surface tem- 
perature may keep increasing. After the laser is tinned off, the 
melt superheat may result in the melting process continuing for 
some time until the molten layer reaches a maximum depth 
(when the heat flux from the melt into the solid/liquid interface 
is equal to the heat flux from the interface into the solid). At 
that point, the interface stops and the melt begins to resolidify. 

In an actual situation, the process is complicated by the com- 
plex geometry of the melt pool and by complex solidification 
morphologies. To make this difficult problem solvable, how- 
ever, we have developed a simple one-dimensional model with 
the following simplifying assumptions: (1) The substrate is 
treated as a semi-infinite solid of uniform composition ex- 
tending in the positive y direction; (2) the laser beam is assumed 
to have a large cross section compared to the depth into the 
substrate over which significant temperature changes occur; (3) 
the laser energy is distributed evenly over the substrate and can 
be represented by a constant heat flux; (4) the melt pool is 
assumed to be shallow, so that convective effects can be ne- 
glected and only diffusion (of both heat and mass) is taken into 
account; (5) a stable planar solid/liquid interface exists during 
both melting and resolidification, which excludes bulk nucle- 
ation in the liquid region. 

The first assumption is easy to justify and understand. The 
second and fourth assumptions can also be satisfied in practice 
for pulsed laser surface melting, which make the one dimension- 
ality of the model acceptable. A uniform laser beam is not so 
readily achievable, however, so the third assumption is only an 
approximation of the real condition. In addition, the absorption 
and reflection of light from a material is not strictly a surface 
phenomenon and some penetration of the laser radiation may 
affect a significant fraction of the molten layer. In this model, 
we use a constant heat flux at the surface rather than an energy 
source in the substrate such as that used by Wood and Geist 
(1986), but considering the inevitable uncertainties in the laser 
reflectivity and absorption coefficients of the material, this sim- 
plification is believed to be appropriate. The first four assump- 
tions are therefore adequate for most laser surface processes, 
but the fifth assumption may limit our model to some more 
specific situations. Indeed, a stable planar interface may readily 
exist in pure metals, but is present in alloy systems only when 
the interface velocity is either very small (i.e., less than the 
constitutional undercooling criterion) or larger than the absolute 
stability velocity (Mullins and Sekerka, 1964). For the condi- 
tions considered in this work, the calculated interface velocities 
are indeed much greater than this absolute velocity (e.g., about 
3.0 m/s for A1-2wt%Cu alloy) except at the end of melting, 
when the interface stops. In addition, if bulk nucleation takes 
place in the liquid region (Baeri, 1994), the assumption of a 
planar interface will be invalid. We are also considering here 

N o m e n c l a t u r e  

C . :  
co= 
D =  

dmax 
A G =  

AH, n= 
k =  
L =  
m = 

O 
R =  

local solute concentration, wt% 
initial solute concentration, wt% 
solute diffusivity, m2/s 
maximum melt depth, #m 
free energy difference between 
solid and liquid, J/mole 
heat of fusion, J/mole 
partition coefficient 
latent heat of solidification, J/kg 
slope of liquidus or solidus, K/ 
wt% 
laser heat flux, W/m 2 
universal gas constant = 8.314 J/ 
K-mole 

AS = entropy of crystallization, J /K- 
mole 

T = temperature, K 
To = temperature at which the solid and 

liquid (of same solute concentra- 
tion) have the same free energy, K 

T~ub = initial substrate temperature, K 
t = time, ns 

At  = duration of laser pulse, ns 
u~ = speed of sound in liquid metal, 

m/s 
V9 = interfacial characteristic diffusion 

velocity, m/s 
Vi = interface velocity, m/s 

y = spatial coordinate perpendicular to 
the substrate, #m 

ce = thermal diffusivity, m2/s 
k = thermal conductivity, W / m - K  
#k =linear kinetics coefficient, m/s-K 
p = density, kg/m 3 

Subscripts and Superscripts 
e = equilibrium 
i = interface 

j = solid or liquid phase 
L = liquid 
S = solid 
m = melting temperature 
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only cases where the time and length scales are such that the 
continuous media assumption and Fourier's diffusion law still 
hold. This would likely be the case for surface melting processes 
with laser pulses longer than a nanosecond or so. 

2.2 Mathematical Description of the Model. Using the 
assumptions mentioned above, the situation can be modeled as 
one-dimensional heat and mass diffusion with nonequilibrium 
phase change. The corresponding governing equations for a 
binary alloy are: 

O-'-t- = -~y J Oy J (1) 

and 

OCj 0 D 
O y /  

Table I Physical properties for the pure metals used in the calculations 
(Brandes, 1983; lida and Guthrie, 1988) 

Parameter Units AI Cu Ni ~ Ti ~ 

T m K 933.6 1356 1728 1941 
L J/kg 3.97x105 2.0x10 s 2.92x105 3.0x105 
~H m J/mole 1.05x104 1.3x104 1.7x10 * 1.Sx104 
KL W/m-K 105 170 43 13 
ks W/m-K 210 244 74 13 
CCa, L J/kg-K 1080 495 620 700 
C, ps J/kg-K 1180 473 595 680 
PL kg/m 3 2390 8000 7900 4110 
Ps kg/m 3 2550 8900 8900 4500 
~L m2/s 4.1xl0"S 4 . 3 x 1 0 " ~  0 , 9 x 1 0 " ~  0.5x10"~ 
as m2/s 7.0x10 "~ 5.8x10 "5 1.4x10 "~ 0.4x10 "S 
~I-I,,/RT~ ~ 1/K 14.4x10 "4 8.5x10 "4 6.9x10 "4 4.7x10 -4 
AS J R  1.35 t.15 1.19 0.9 
u, m/s 4688 3485 4036 5230 
#k m/s-K 1.74 0.94 0.85 1.0 

(2) t Data for thermal conductivity from Hsu et aL (1978); 
:~ Data for liquid thermal conductivity was assumed to be the same as that of solid. 

where T is the temperature, C is the solute concentration, t is 
the time, y is the coordinate into the substrate perpendicular to 
the surface, ce is the thermal diffusivity, and D is the solute 
diffusivity (both assumed independent of temperature or con- 
centration). The subscript j stands for either the solid or liquid 
phase. Naturally, the mass transfer equation is not necessary 
for the case of a single-component system. 

At the solid/liquid interface, energy and mass conservation 
should be satisfied, which gives two interface conditions: 

(3) 

(4) 

and 

pLLV, = X, °Ts  -- XL 
OY i OY i 

Ci OCs OCL 
( L -  C~)Vi = D s - ~ -  - D L ' ~ -  

where L is the latent heat of fusion, V~ the interface velocity, 
C ~L and C~ the solute concentrations in the liquid and solid 
phases at the interface, p the density, and k the thermal conduc- 
tivity. The subscripts S and L represent solid and liquid, respec- 
tively. The subscript or superscript i indicate that the gradients 
are evaluated at the interface. It should be pointed out that these 
two equations are valid for both melting and resolidification if 

a proper sign is used for the interface velocity. In the present 
case, we assign to this velocity a positive value for the melting 
process and a negative one for resolidification. 

2.3 Nonequilibrium Kinetics Conditions at the Inter- 
face. Besides the energy and mass conservation equations 
shown above, we need additional interface conditions to com- 
plete the problem description. These conditions arise from ther- 
modynamic and kinetics considerations of phase change, and 
provide two more relationships between the interface parame- 
ters, needed because there are four unknowns at the interface: 
V/, T,, C iL, and C}. 

In a conventional melting or solidification problem with low 
interface velocity, it is usually acceptable to assume that the 
kinetics are very fast and that the solid/liquid interface is at 
thermodynamic equilibrium. The interface conditions can then 
be easily derived from thermodynamic constraints of phase 
change. For example, the interface will remain at the equilib- 
rium melting temperature during melting and solidification of 
pure metals; whereas for a binary alloy, the interface tempera- 
ture is related to the solute concentrations at the interface 
through the equilibrium phase diagram. Under these conditions, 
the phase change process is primarily controlled thermally. In 
laser surface melting, however, the interface velocity may be 
so large that the interface may not be at equilibrium and that 

solidification kinetics may play an important role. Conse- 
quently, more general interface conditions are necessary. 

2.3.1 Pure Metals. Collision-limited growth theory pro- 
vides the following kinetics relationship for crystal growth of 
pure metals (Jackson, 1975; Tsao et al., 1986a; MacDonald et 
al., 1989): 

Vi = u., e x p ( - A S / R ) [ 1  - e x p ( - A G / R T i ) ]  (5) 

where us is the speed of sound in the melt, AS the entropy of 
crystallization, R the universal gas constant, AG the free energy 
difference between the liquid and solid, and T~ the interface 
temperature. With the approximation AG = AHm(Tm - Ti )/ 
Tin, where AHm is the heat of fusion and Tm is the equilibrium 
melting temperature, we can approximate Eq. (5) for small 
deviations of the interface temperature from the equilibrium 
melting temperature (i.e., T~ - Tin) as follows: 

V~ = - t . t k (T , , -  T,) (6) 

with #k (the linear kinetics coefficient) defined as 

/zk = us e x p ( -  A S J R ) A H m / ( R T ~ ) .  (7) 

A minus sign is added to the kinetics equation, Eq. (6),  for 
consistency with the energy equation, Eq. (3),  i.e., we use a 
positive velocity for melting and a negative one for resolidifica- 
tion. Equation (6) is used for both melting and resolidification. 
Table 1 gives the linear kinetics coefficients for four metals 
(A1, Cu, Ni, Ti) calculated with Eq. (7). It should be pointed out 
that the linear kinetics coefficient obtained from this collision- 
limited kinetics model is about two orders of magnitude larger 
than that obtained from a diffusion-limited kinetics model, 
which was often used in the modeling of splat cooling and melt 
spinning (Clyne, 1984; Wang and Matthys, 1991). 

2.3.2 Binary Alloys. The addition of solute to a pure metal 
changes in principle the crystallization process and its kinetics 
mechanisms. For dilute alloys, however, it is expected that the 
kinetics do not differ too much from those of a pure metal and 
that the kinetics equation, Eq. (5),  may still be valid with the 
free energy change between liquid and solid being re-evaluated 
to account for the existence of a solute element. For a dilute 
binary alloy with straight equilibrium liquidus and solidus of 
slopes m eL and m es, respectively, the corresponding linear kinet- 
ics relationship can be written (Boettinger and Coriell, 1986; 
Aziz and Boettinger, 1994): 

Vi = -#k(Tm + mLC~ - Ti) (8) 

with the slope of the nonequilibrium liquidus curve 
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mt~ = m~[ l '+  (ke - k(1 - In k / k , ) ) / ( 1  - ks)]. (9) 

The linear kinetics coefficient #k is the same as that for the 
solvent and is given by Eq. (7). k = C i/Pis,~L is the nonequilib- 
rium partition coefficient, which will be closer to unity than the 
equilibrium partition coefficient k~ = m ; / m } .  T,, is the equilib- 
rium melting temperature of the solvent. 

In the kinetics relationship (8) for dilute binary alloys, a 
new parameter--the nonequilibrium partition coefficient k - - i s  
implicitly introduced in mr. Its value should be derived from 
the same kinetics theory of phase change. Various models have 
been proposed to describe this parameter, and we use here the 
functional form by Aziz (1982) for continuous growth of dilute 
alloys: 

k(V,) = (ke + V i /Vo) / ( I  + V,/V,~) (10) 

where Vn is the interface characteristic diffusion velocity. 
Compared to the equilibrium interface conditions for a binary 

alloy, two important features are introduced by the kinetics 
models: the interface solid overheating or melt undercooling 
and the nonequilibrium partitioning or solute trapping. When 
an interface velocity much larger than VD is achieved, Aziz's 
model (Eq. (10)) will give a nonequilibrium partition coeffi- 
cient very close to one. This means complete solute "trapping" 
or "partitionless" solidification. 

These equations are needed for the solidification part of the 
process, but when applying this kinetics model to melting, some 
simplification may be made if the interface velocity is much 
greater than the interface characteristic diffusion velocity. Since 
the solute diffusivity in the solid phase is small, there is limited 
solute redistribution in the solid phase during melting, and sol- 
ute partitioning may be suppressed. The melt would then have 
the same composition as the solid. In this case, the partition 
coefficient k for melting has a value of one and the melting 
kinetics reduces to 

Vi = -#k(T0 - Ti) (11) 

where To is the temperature at which the free energy of the 
solid is the same as that of a liquid with the same solute concen- 
tration. For a dilute binary alloy, it can be calculated as (Boet- 
tinger and Coriell, 1986) : 

To = TM -- (m~.Co In k~)/(1 - k,). (12) 

The use of To as equivalent equilibrium interface temperature 
for the alloy during melting is an appropriate simplification for 
our case over most of the melting phase, with the possible 
exception of the very end of melting (when the planar interface 
assumption may also break down), a very short period. This 
simplification allows us to avoid having to calculate solute diffu- 
sion in the solid, which would require an inordinately fine grid 
in that boundary layer. Note also that we assume here that the 
temperature is continuous at the interface even if the solute 
concentration is discontinuous at that location. 

With these equations, the mathematical description of the 
nonequilibrium conditions at the solid/liquid interface for both 
melting and solidification is complete for both pure metals and 
dilute binary systems. The other thermal boundary conditions 
can be easily defined. The substrate top surface is assumed to 
be adiabatic, except during laser heating, when a constant heat 
flux Q is exerted over a period At. Indeed, the radiative and 
convective heat losses from this surface are so small compared 
to the fluxes into the substrate that the former can be safely 
neglected. The substrate is also taken as a semi-infinite body 
with a constant and uniform temperature before heating. 

3 Numerical Approach 
The mathematical problem described above is a moving 

boundary problem with both heat and solute diffusions. The 
temperature and concentration fields are also strongly coupled 

at the moving interface through the nonequilibrium kinetics 
relationships. We have solved this problem by combining an 
implicit control volume integral method with an immobilization 
of the moving interface by coordinate transformation. A detailed 
general description of the coordinate transformation, the non- 
uniform grid, the derivation of the difference equations, and the 
iteration scheme for the moving interface can be found else- 
where (Wang and Matthys, 1993; Wang 1995). Accordingly, 
we describe hereafter only their implementation for the laser 
surface melting problem. 

At first, after the laser is turned on at time t = 0, there is 
only heat conduction in the solid substrate. An implicit method 
is used in this calculation. Then, as soon as the surface tempera- 
ture reaches the melting temperature (i.e., the equilibrium melt- 
ing temperature for pure metals or the To temperature for binary 
alloys), the melting process should start. A solid "overheating" 
(i.e., the solid showing a temperature higher than these equilib- 
rium melting temperatures) is, however, possible, and is calcu- 
lated by satisfying both the kinetics relationships and the energy 
balance conditions through an iterative process. At each itera- 
tion within a given time step, the interface temperature is first 
calculated from a guessed interface velocity through the corre- 
sponding melting kinetics equations. The temperature field can 
then be solved with the temperature equations. A new interface 
velocity is then estimated fl'om the energy conservation equation 
using the temperature profile just calculated. Convergence is 
reached when the velocity changes little over two successive 
iterations. The next time step is then tackled, and so on. When 
the laser is turned off, the corresponding surface boundary con- 
dition is changed to adiabatic. 

When the calculated interface velocity finally shows a nega- 
tive value, the melting kinetics relationships are replaced by the 
solidification kinetics relationships (these are the same for pure 
metals) and resolidification starts. For pure metals, no change 
in the solution procedure is needed because of the symmetry 
of the two processes. For binary alloys, however, a change in 
the solution sequence must be made. In this case, during each 
iteration, the solute concentration equations are first solved us- 
ing a guessed interface velocity to determine the solute concen- 
tration field as well as the solute concentrations of the solid and 
liquid phases at the interface. This is done by using the mass 
conservation condition at the interface together with the model 
for the nonequilibrium partition coefficient. The interface tem- 
perature can then be estimated from the same interface velocity 
and the calculated interface solute concentration through the 
solidification kinetics relationship. After having determined the 
interface temperature, the temperature field is solved for, and a 
correction to the interface velocity can be made from the energy 
conservation condition. This process is repeated until conver- 
gence is reached, after which the next time step is handled in 
the same manner. 

4 Numerical Results and Discussions 
Calculations have been performed to provide some quantita- 

tive information on laser surface melting of both pure metals 
and binary alloys. Four metals (AI, Cu, Ni, and Ti) were chosen 
to represent a range of equilibrium melting temperature and 
thermal properties. A dilute A1-Cu alloy was also studied as 
a representative case of alloy solidification. Some results are 
presented here. In all cases, the computation domain was 50 
#m, which is much thicker than the molten layer thickness. A 
uniform grid was used for the temperature equations in the 
liquid region and for the concentration equations in the solid 
region, but a nonuniform grid was used for the temperature 
equations in the solid region and for the concentration equations 
in the liquid region. A total of 600 nodes were used in the 
calculation with 300 nodes in each region. The relaxation factor 
chosen ranged from 0.1 to 0.5. An extensive grid study was 
performed and it was found that these parameters gave grid- 
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Fig. 1 Interface velocity and solid overheating or melt undercooling 
during laser surface melting of pure aluminum as a function of the solid/ 
liquid interface location for three laser fluxes: Q = 8 × 10 TM, 10 ~, and 2 
× 10 ~ W/m 2. Note the different vertical scales for melting and solidifica- 
tion. The arrows indicate when the laser is turned off. [ ~ t  = 35 ns, T~b 
= 300 K]. 

independent results. An appropriate time step is also critical to 
maintain solute conservation during the solidification calcula- 
tions. The time step used in these calculations is 0.01 ns, which 
ensures solute conservation within 0.1 percent. This time step 
also gives time step-independent results. 

4.1 Pure Metals. Table 1 shows the materials properties 
of the four pure metals (A1, Cu, Ni, and Ti). All the materials 
properties correspond to elevated temperatures near the equilib- 
rium melting point. Because the physical properties of the un- 
dercooled liquid or overheated solid were not available, the 
properties of the corresponding equilibrium phase were used 
instead. Table 1 also gives the linear kinetics coefficient, #k, 
together with its three constituting components: AHm/RTZ,, = 
ASm/RTm, ASm/R, and the speed of sound us (Iida and Guthrie, 
1988). Because AS,JR for pure metals with simple crystal 
structure (bcc or fcc) does not vary much (the Richard rule), 
the linear kinetics coefficients of pure metals depend mainly on 
their equilibrium melting temperature Tm (the higher the Tm, 
the smaller the/zk), and the speed of sound u,.. The speed of 
sound in liquid metals varies with the metal but is mostly in 
the range of about 3000 to 5500 m/s. As we can see, the values 
of the linear kinetics coefficient are close to 1.0 m/s-K for the 
high melting point metals Cu, Ni, and Ti (i.e., for T,, > 1250 
K). The value for aluminum is slightly larger because of its 
low melting temperature and was estimated to be about 1.74 
m/s-K. 

Typical interface velocity variations during laser surface 
melting of pure aluminum are shown in Fig. 1 for three heat 
fluxes within the range typical for this type of application (8 
× 1010 10 ~, and 2 × t 0 H W/m 2) taking into account nonequi- 
librium effects at the interface. The duration of the laser pulse 
used is 35 ns. In Fig. 1, the horizontal coordinate is the interface 
location (distance from the substrate surface). The vertical axes 
are (1) the interface velocity with the positive values in the 
upper part of the graph representing the melting phase and the 
negative ones in the lower part for resolidification; and (2) 
the corresponding level of overheating or undercooling. These 
quantities are proportional for the linearized case discussed here 
(per Eq. (6)).  (Note that different scales are used for the upper 
and lower parts.) 

Let us first look at the interface velocity during melting (the 
positive values). As we can see, a maximum value is reached 
very quickly after melting is initiated, and in all cases within a 
melt thickness less than 35 nm. This maximum is then followed 

by a gradual decrease. As the melt layer thickens, the interface 
velocity slows down until the instant when the laser is turned 
off (indicated by arrows on the graph). The melting velocity 
drops then much faster, and especially so for the case of lower 
laser heat flux. As expected, for a given exposure time, the 
larger the laser heat flux, the higher the maximum velocity and 
the thicker the melt pool. In the present case, as the laser heat 
flux increases from 8 × 10 ~° to 2 × 1011W/m 2, the maximum 
interface velocity increases from 72 m/s to 151 m/s and the 
melt pool depth increases from 0.28 #m to 3.33 #m. 

The occurrence of a maximum interface velocity during melt- 
ing is a result of the interactions between heat transfer and 
melting kinetics. At the very beginning, the heat transfer into 
the interface is so fast that the melting is limited by the finite 
kinetics. As the melt layer begins to thicken, the thermal resis- 
tance of this layer reduces the high heat transfer from the surface 
to the interface. After the maximum is reached, the influence 
of kinetics quickly decreases, and the melting is dominated by 
heat transfer. 

Melting stops when the heat flux from the melt to the solid/ 
liquid interface equals that from the interface to the solid. After 
that, the heat flux into the solid from the interface will be larger 
than that from the melt to the interface and the melt begins to 
resolidify. As we can see in Fig. 1, the absolute value of the 
solidification velocity first increases after the resolidification 
starts because of the diminishing melt superheat. (Here and 
hereafter, we use the absolute value of the solidification velocity 
when discussing relative change, even though the solidification 
velocity is given as negative in the graphs for clarity.) Later, 
the interface velocity reaches a maximum value. After that, the 
solidification velocity decreases because the substrate heats up. 
Figure 1 also shows that the maximum solidification velocity 
is a function of the laser flux for the same pulse duration. The 
larger the laser flux, the smaller the maximum solidification 
velocity, e.g., 4.7 m/s compared to 25.1 m/s when the input 
heat flux decreases from 2 × 1011 to 8 × 10 l° W/m 2. This 
variation of solidification velocity with laser flux can be better 
understood by considering the fact that the solidification veloc- 
ity depends mainly on the temperature gradients in the solid 
and liquid near the interface. The smaller the laser flux (while 
still leading to surface melting), the smaller the melt thickness 
and the smaller the melt superheat and the solid heating, which 
will then result in a higher solidification rate. 

Having introduced finite phase change kinetics in both melt- 
ing and solidification (e.g., a linear kinetics coefficient #k = 
1.74 m/s for pure aluminum) in the model, we can also calculate 
the corresponding interface overheating and undercooling as 
shown in the right-hand-side vertical axis in Fig. 1. (Note that 
solid overheating during melting is shown as positive values 
and melt undercooling during solidification as negative ones in 
Fig. 1.) As we can see, significant solid overheating and melt 
undercooling are calculated under these heat flux conditions. 
For example, a maximum solid overheating during melting of 
about 87 K is obtained for Q = 2 × 10 u W/m 2, and a maximum 
melt undercooling of about 14 K for Q = 8 x 10 j° W/m 2. It 
should be pointed out here that this model does not take into 
account nucleation issues for both melting and solidification. 
The solid overheating and melt undercooling result therefore 
only from the melting or crystalline growth processes: a large 
solid overheating or melt undercooling at the interface has to 
be generated in order to maintain a high melting or solidification 
velocity because of the finite kinetics taken into account in our 
model. 

To illustrate better the kinetics of laser surface melting, some 
calculations for other pure metals have also been carried out, 
and some results are given in Fig. 2. This figure shows how 
the interface temperature departs from its equilibrium value for 
these metals (AI, Cu, Ni, Ti) as a function of the interface depth 
nondimensionalized by the maximum melt depth. (Note that 
the deviation of the interface temperature from its equilibrium 
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Fig. 2 Deviation of the interface temperature from its equilibrium value 
as a function of the solid/liquid interface location nondimenaionalized 
by the maximum melt depth (dmax) during laser surface melting of four 
pure metals: AI (dma. = 3.33/,¢m), Cu (0.73), Ni (0.60), and Ti (0.56). Note 
the different vertical scales for melting and solidification. [Q = 101~ W /  
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value is related to the interface velocity through the linear kinet- 
ics relationship (Eq. (6)).) In all cases, the input heat flux (Q 
= 2 × 10" W/m 2) and the exposure time (At = 35 ns) are 
kept the same. As we can see, the materials properties have a 
strong effect on the processes, m large variation in solid over- 
heating (and therefore in melting velocity) takes place during 
melting for A1, Ni, and Cu whereas smaller ones are seen for 
Ti, especially during the early stages of melting. For the resolidi- 
fication process, however, small variations in melt undercooling 
are seen for A1, Ti, and Ni and larger ones for Cu. The higher 
thermal conductivity of copper leads to the largest melt under- 
cooling (i.e., the largest solidification rate) and the largest solid 
overheating at the interface, except during the very beginning of 
melting when the kinetics dominate the process. For aluminum, 
however, the relatively large thermal conductivity is counterbal- 
anced by a greater kinetics coefficient, resulting in the smallest 
undercooling. Its low melting temperature, on the other hand, 
affects the melting overheating. Experimental data are not avail- 
able for direct comparison with these calculations, but a large 
solid overheating and melt undercooling has indeed been ob- 
served in experiments of laser surface melting of noble metals 
(MacDonald et al., 1989). 

We need to point out here that for pure metals with rather 
large linear kinetics coefficients (e.g., around 1.0 m/s-K), the 
solid overheating and the melt undercooling needed under the 
present processing conditions are not large enough to change 
the thermal characteristics significantly. (The level of overheat- 
ing and undercooling calculated justifies also the use of the 
linearized kinetics relationship (Eq. (6)).) The nonequilibrium 
model, however, does predict melt undercooling at the interface, 
which may be very important for better understanding of the 
phase selections and microstructure development, especially for 
materials with rather slow kinetics (e.g., Paul et al., 1994). 

4.2 Binary Alloys• Next we examine the mass transfer 
effect on the laser surface melting process under nonequilibrium 
conditions at the interface. As discussed above, treatment of an 
alloy complicates the procedure on two counts: First, the solute 
partition at the interface resulting from the different solubilities 
of the solute in the solid and liquid phases leads to solute 
diffusion, which makes the mathematical analysis more compli- 
cated. Second, the kinetics model must include the nonequilib- 
rium liquidus slope mr and nonequilibrium partition coefficient 
k, both of which are strong functions of the interface velocity. 
The present model includes all these factors, and the effect of 

Table 2 Physical properties for the dilute aluminum alloys used in the 
calculations (Kurz and Fisher, 1989) 

Parameter Units A1-Cu 

T m K 933.6 
C O wt% 2 or 5 
mE ° K/wt% -2.6 
k= 0.14 
D L m2/s 3.0x l 0  "9 

D s m2/s 3.0 x 10 m 
VD m/s 10 

nonequilibrium kinetics on laser surface melting of alloy is 
illustrated with sample calculations for dilute A1-Cu alloys (Co 
= 2 or 5 wt%). The laser flux was chosen as Q = 10 tl W/m 2 
and the pulse duration At = 35 ns. The property values used 
in the calculations for the binary alloys (assumed to be the same 
for both) are given in Table 2 with values for pure aluminum 
used for the basic bulk thermal properties (Table 1 ). 

Figure 3 shows the effect of initial Cu concentration on inter- 
face velocity variations during laser surface melting of dilute 
A1-Cu alloys. The effect of solute presence is also reflected by 
the varying melting temperature: T,, = 933.6 K for pure metal 
and a concentration-dependent To temperature for binary alloys: 
To = 921.7 K for Co = 2 wt% and To = 903.9 K for Co = 5 
wt%. As we can see in the figure, the difference in To has little 
effect on the melting process before the laser is stopped. After 
that, melting continues as the superheated melt cools down, and 
as expected, the lower the melting temperature (i.e., for A1- 
5wt%Cu), the more superheated the melt is and therefore the 
deeper the melting process. 

As the melt starts to resolidify, the solidification velocity for 
the alloys shows more complex variations. As shown in Fig. 3, 
for both alloys the resolidification velocity shows a small local 
maximum and then decreases very fast. The interface velocity 
then increases quickly again to another larger maximum and 
then finally decreases slowly to a quasi-steady state. We also 
see a strong effect of the solute concentration: the larger the 
solute concentration, the larger the maximum interface velocity. 

The first small maximum in the interface velocity at the very 
beginning of resolidification likely results from our model as- 
sumptions on the transition from melting to resolidification. 

120 - - - - r - - -  ~ 
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At:35 ns 

~'~E 8060 ~ m/s-K 
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Fig. 3 Interface velocity variations during laser surface melting of dilute 
binary AI -Cu alloys as a function of the solid/liquid interface location 
for three initial solute concentrations: Co = O, 2, and 5 wt%. Note the 
different vertical scales for melting and solidification. [Q = 1011 W/m ~, 
~ t  = 35 ns, T.ub = 300 K]. 
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Fig. 4 Interface temperature variations during laser surface melting of 
dilute binary A I -Cu alloys as a function of the solid/liquid interface loca- 
tion for three initial solute concentrations: Co = 0, 2, and 5 wt%. [Q = 
10 tl W /m =, ~ t  = 35 ns, T..b = 300 K]. 

Indeed, in this mode, resolidification is assumed to occur when 
the heat flux from the liquid to the interface is smaller than the 
heat flux from the interface to the solid phase. As soon as this 
happens, the kinetics model used is switched from its melting 
form (Eq. (11)) to its resolidification form (Eq. (8)). At the 
end of melting, the calculated interface temperature is To, which 
is, however, an undercooled state relative to the liquidus temper- 
ature. This melt undercooling will therefore result in a large 
solidification velocity at first per Eq. (8), followed by reca- 
lescence. During recalescence the undercooled melt near the 
interface will be rapidly heated up and the melt undercooling 
disappears quickly. This process takes place over a few tens of 
nanometers under the present conditions. It is this apparent 
undercooling that leads to the local maximum see in Fig. 3. 

In an actual process, the situation may be even more compli- 
cated, in that the planar interface may become unstable and 
may break down to form cells when the melting velocity slows 
down. The transition from melting to solidification would then 
occur in a rather different configuration. As we see in Fig. 3, 
the interface velocity does increase quickly after solidification, 
however, and the stable planar interface assumption would be 
appropriate again. 

The second maximum in interface velocity during resolidifi- 
cation results from the interactions between heat transfer, solute 
partitioning and diffusion, and nonequilibrium solidification ki- 
netics. As solidification takes place, the superheat in the melt 
eventually dissipates away, which results in an increase in the 
interface velocity because latent heat can be transferred faster 
into the solid substrate. Meanwhile, the solute rejected by the 
solid phase will accumulate on the liquid side of the interface, 
which lowers the interface temperature. In addition, the solid 
substrate is continuously heating up, which decreases the tem- 
perature gradient on the solid side of the substrate and therefore 
reduces the solidification rate. All these phenomena acting to- 
gether result in a quick increase in the interface velocity fol- 
lowed by a quick decrease. Figure 3 also shows that the initial 
solute concentration Co has a large effect on the interface veloc- 
ity during the earlier stages of resolidification. For the case of 
Co = 2 wt%, after the second peak, the interface velocity de- 
creases to a second minimum, then slowly increases again, and 
finally decreases slowly. For Co = 5 wt%, on the other hand, 
the interface velocity decreases continuously until the end of 
resolidification after the second maximum. 

The variations in interface temperature for the three cases 
above are shown in Fig. 4. In all cases, we can see a large 
variation in the interface temperature during melting, which is 
of course following the same variation pattern as the interface 
velocity because of the linear kinetics relationship used. For 

the resolidification phase, however, the variation in interface 
temperature takes place mainly during the early stages of the 
process, and is followed by a period of almost constant interface 
temperature. The interface temperature variation over the whole 
resolidification process for the pure metal is less than 8 K with 
an initial slow decrease. The fast increase in the interface veloc- 
ity for dilute alloys after the resolidification starts as seen in 
Fig. 3 is reflected here by a quick decrease in the interface 
temperature, followed by a fast recovery back to a quasi-steady- 
state interface temperature. 

Figure 5 gives the solute concentration in the melt at the 
interface for both Al-2wt%Cu and A1-5wt%Cu. In this case, 
the interface location is nondimensionalized by the maximum 
melt depths for better comparison. The horizontal curves corre- 
sponding to Co indicate the initial uniform melt concentration 
during melting. As the resolidification starts, solute is rejected 
from the solid because of solute partitioning. The relatively 
small solute diffusivity in the melt (3 × 10 -9 m2/s) will then 
lead to an accumulation of rejected solute in a very thin layer 
in front of the interface, the highest concentration being located 
at the interface itself. As resolidification goes on further, more 
solute will be rejected by the interface and more and more solute 
will be accumulated in the front of the interface. Meanwhile, the 
interface velocity keeps increasing. These two effects combine 
to form an overshoot of solute concentration in the melt at 
the interface as shown by the maximum occurring at the very 
beginning of resolidification. As expected, the larger the initial 
solute concentration, the higher the maximum solute concentra- 
tion reached: 7.3 wt% for A1-2wt%Cu and 21.5 wt% for A1- 
5wt%Cu. After the solute concentration in the melt reaches 
this peak, it drops very quickly. For A1-2wt%Cu, the solute 
concentration stays then almost the same over the remainder of 
the solidification process. For AI-5wt%Cu, however, the solute 
concentration in the melt at the interface keeps increasing. This 
may result from the decrease in nonequilibrium partition coef- 
ficient due to the continuous decrease in interface velocity, be- 
cause a smaller partition coefficient means greater solute rejec- 
tion from the solid. The solute "trapping" phenomenon is quan- 
tified by a partition coefficient greater than the equilibrium 
value. This is shown in Fig. 6 for both alloys under the same 
processing conditions. As can be seen, the nonequilibrium parti- 
tion coefficient, k, increases very rapidly after resolidification 
begins, as did the interface velocity. Figure 6 shows also a 
slightly different pattern for AI-2wt%Cu and A1-5wt%Cu. The 
highest k achieved for A1-2wt%Cu is about 0.6 but the maxi- 
mum for A1-5wt%Cu is about 0.8. It should also be noted that 
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Fig. 5 The solute concentration in the melt at the interface during laser 
surface melting of dilute binary A I -Cu alloys, as a function of the solid/ 
liquid interface location nondimensionalized by the maximum melt depth 
(dm.x) for two initial solute concentrations: C0 = 2 wt% (dmax = 1.07 pm) 
and 5 wt% (dm,x = 1.14 p,m). [Q = 1011 W/m =, ~ t  = 35 ns, Tsub = 300 
K]. 
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overall, a high partition coefficient is achieved for both initial 
concentration conditions (the equilibrium value is 0.14). 

5 S u m m a r y  and Conclus ions  
A heat and mass transfer model incorporating phase-change 

kinetics has been developed to quantify the effect of departure 
from thermodynamic equilibrium on laser surface melting. A 
collision-limited kinetics model including different features for 
melting and resolidification was used for both pure metals and 
binary alloys. The model was used to analyze pulsed laser sur- 
face melting for four pure metals (A1, Cu, Ni, and Ti) and 
dilute A1-Cu alloys. Some conclusions can be drawn based on 
our model calculations: 

The achievable resolidification rate will depend strongly on 
the laser flux and the pulse duration. A proper combination may 
provide adequate control of the melt layer thickness and the 
solidification rate. In addition, the substrate material properties 
also have a strong effect on the melting and solidification pro- 
cesses. 

A large variation in interface velocity during the earlier stages 
of resolidification is calculated for laser surface melting of a 
dilute AI-Cu alloy. This complex variation pattern for the inter- 
face velocity suggests strong interactions between heat transfer, 
solute partitioning and trapping, and the phase change kinetics. 
The initial solute concentration is also found to have a signifi- 
cant effect on the interface velocity variation. 

Strong solute trapping, reflected by a large calculated non- 
equilibrium partition coefficient of about 0.6 during most of the 
resolidification, is predicted for these processing conditions. 
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A Unified Correlation for the 
Prediction of Heat Transfer 
Coefficients in Liquid/Solid 
Fluidized Bed Systems 
In recent years, there has been considerable interest in the development of solid- 
liquid fluidized bed heat exchangers for efficient utilization of energy and for the 
control of heat transfer surface fouling. However, the design for optimum heat transfer 
remains uncertain and essentially empirical. In this study, a data bank containing a 
large number of measured heat transfer coefficients over a wide range of operational 
parameters (solid and liquid phase physical properties and heat transfer surface 
configurations) are compared with the prediction of almost all available correlations 
in the literature. A unified model for the prediction of heat transfer coefficients for 
wall-to-bed and immersed heater-to-bed systems is presented which predicts the 
published experimental data with good accuracy. 

Introduction 
The most important advantage of liquid/solid-fluidized bed 

systems over single phase flow is that the rate of heat transfer 
is greatly enhanced. The solid particles stir the thermal boundary 
layer and increase the heat transfer coefficient up to 8 times 
(Richardson et al., 1976). The role of various operating parame- 
ters, and the mechanisms of heat transfer in liquid-fluidized 
beds, have been the subject of extensive investigations (Baker 
et al., 1978; Grewal and Zimmerman, 1988; Khan et al., 1983). 
Although these investigations could not produce a definite an- 
swer as to the mechanism of heat transfer, they have neverthe- 
less been successful in identifying the main influence variables. 
The conclusions of these investigations can be summarized as 
follows: 

1 In liquid fluidization, the bed expands in particulate mode 
when the liquid velocity increases above that required for 
incipient fluidization. Exceptions to this behavior have 
also been reported by some investigators (Harrison et al., 
1961; Jackson, 1963; Wilhelm and Kwauk, 1948). 

2 The principal resistance to heat transfer is a liquid film at 
the heat transfer surface which is reduced by the scouring 
action of the moving fluidized particles. Heat transfer via 
the solid phase is unimportant for small values of psCp.s~ts, 
e.g., for glass particles. For solids such as copper particles, 
the product of psc,.sh, is large and heat transfer by particle 
conduction should be taken into consideration. 

3 For given particle size and material, and liquid, the heat 
transfer coefficient increases as the bed voidage increases. 
A maximum value of the heat transfer coefficient appears 
at a bed voidage between 0.7-0.75 which corresponds to 
the point of maximum aggregation of solid particles in 
the bed (Brea and Hamilton, 1971; Chiu and Ziegler, 
1985; Wasmund and Smith, 1967). 

A considerable number of correlations have been suggested in 
the literature for the prediction of heat transfer coefficients of 
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liquid-fluidized bed systems. All correlations can be presented 
in the following form: 

Nup = ZPrZlRe~ 2 ez4(1 - e) zS. (1) 

The coefficient and exponents suggested by the various au- 
thors, and the range of applicability of the correlations, are 
summarized in Table 1. Typical results of the comparison be- 
tween the measured and calculated heat transfer coefficients for 
wall-to-bed and immersed heater-to-bed systems are shown in 
Figs. 1 and 2. Even though individual investigators have been 
reasonably successful in correlating their own results, the varia- 
tion between the prediction of the various correlations is consid- 
erable. The reasons for this discrepancy are the complex nature 
of fluidization and the effect of a number of interdependent 
parameters on the heat transfer coefficient. Additionally, the 
use of dissimilar heat transfer surface geometries gives rise to 
different hydrodynamic characteristics of the fluidized bed. 

The ultimate objective of any fundamental approach to the 
problem of heat transfer in liquid-fluidized bed systems is to be 
able to predict the heat transfer coefficient for a given condition 
through the knowledge and understanding of the processes in- 
volved. In this investigation, published heat transfer coefficients 
for liquid/solid lluidized bed systems are collected and classi- 
fied into two groups, namely, wall-to-bed and immersed heater- 
to-bed heat transfer. Predictions of various published correla- 
tions are compared with these experimental data. A unified 
theoretical model for the prediction of heat transfer coefficients 
for wall-to-bed and immersed heater-to-bed systems is pre- 
sented to correlate all the available published experimental data. 

Hydrodynamics of Liquid Fluidized Bed Systems 
The hydrodynamic behavior of solid-liquid fluidization de- 

pends on system geometry, bed voidage, and physical properties 
of solid and liquid phases. It controls the collision frequency 
of the solid phase with the heat transfer surface and the state 
of aggregation of the solid phase within the bed and at the heat 
transfer surface. The operating conditions can produce several 
modes of fluidization, namely, particulate fluidization, aggrega- 
tive fluidization, and transition from particulate to aggregative 
fluidization. Particulate and aggregative fluidization represent 
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Table 1 The coefficients of Eq. (1) suggested by various authors 

References Configuration Z ZI Z2 Z3 Z4 Z5 Additional Range 
of heater characteristic investigated 

numbers by the author 

Allen et aL (1977) HIH 1.85 0.33 0.52 0.2 -0.04 0,52 0 0.76~e 

1.823 0.33 0,52 0.2 0 0.48 0 0.4<¢<0,76 

o15s xle= I l<Rep<1500 Baker et al. 0978) VIII 1323 0 0 0 0 0 U d~ ( -~)  

Pro6.9 

Brea and Hamilton (1971) WTB 0.943 0.52 0.55 0.15 0 0,45 0 10.4<Rep<370 

( U,~)o.2e6 ~-I  48<Rep<619 Chiu and Zeigler (1985) WTB 0,762 0.638 0.646 0 -1 1 _ Ur _ _ 

6.9<P~7.9 

Coulson and Richardson (1985) PIH * 0,37 * 0 0 0.725 *O.0325Rep 

+t.88Rep 0'43 

Grewal and Zimmerman (1988) HIH 33.54 0.14 0.365 0.694 0 0.635 0 6.65<Ree<1621 

Hamilton (1970) WTB 3,38 0.33 0.565 0.57 0 0.435 0 

Kang et al. (1991) VIH 0.191 0.33 0.69 0 -1 0.31 0 

Kate et al, (1981) WTB 0.044 0.78 0.78 0 -1 0.22 0 

Pr=9 

1.7<Rep<2500 

Pr=6.1 
68<Rep<480 

Pr=5.6 
1.4<Rep<351 
6.2<Pr<60 

the two extremes of a continuous spectrum of possible behavior  
patterns for fluidized bed systems. 

In particulate fluidization the solid bed expands homoge-  
neously as the liquid velocity increases above that required for 

incipient fluidization. Heat  is transferred to the fluid phase by 
normal convect ion and by stirring of the thermal sublayer which 
is the major  resistance to heat transfer. In this mode of fluidiza- 
tion, the heat  transfer rate and the bed voidage are strongly 

N o m e n c l a t u r e  

a-d = coefficient and exponents  in equa- 
tion (22)  

A = heat transfer surface area, m 2 
ci = constant  
Cp = specific heat capacity, J /kg .K 
d p =  particle diameter, m 
D = bed diameter, m 

Dh = hydraulic diameter  of bed, m 
D~ = heater diameter,  m 
f = collision frequency, s -x 
fi = friction factor 

Fu = defined by equation (2)  
g = acceleration due to gravity, m/s  2 
L = heater height, m 

Lj = heater length in horizontal direc- 
tion, m 

K = constant  
m = coefficient in eq. (19)  

ml  = exponent  in eq. (19)  
n = Richardson and Zaki exponent  
np = number  of particles in closed con- 

tact with the heat  transfer surface 
N = total number  of particles present 

in the system 
= heat flux, W / m  2 

R = parameter in eq. (22) ,  see Table 3 
T = temperature,  K 
U = superficial fluid velocity, m/s  

U, = dynamic wave velocity, m/s  

Uml = min imum fluidization velocity, 
m / s  

U, = particle terminal velocity cor- 
rected for wall effect, m/s  

U, = continuity wave velocity, m/s  
V = volume, m 3 

Z - Z  5 = coefficient and exponents  in 
equation ( 1 ) 

x = length in flow direction, m 

Greek Letters 
c~ = heat transfer coefficient, W /  

m 2.K 
= bed voidage 

k = thermal conductivity,  W / m . K  
/z = dynamic viscosity, kg/m.s  
v = kinematic viscosity, m2/s 
p = density, kg /m  3 
~b = shape factor 

Subscripts-Superscripts 
c = forced convect ion 
i = immersed 
l = liquid 

max = point at witch the aggregation 
state reaches to its max imum 

p = particle 
pk = packed bed 

RZ = Richardson-Zaki  

s = solid 
T = total 

w = wall 

Dimensionless Groups 

Ar = (gd~(ps - pt))/(plu2), 
Archimedes number  

Nu = Da/k~, Nusselt  number  
Nup = dpce/kt, Nusselt  number  based 

on particle diameter  
Pr = ~Cp.i/kt, Prandtl number  

Re = UD/u, Reynolds number  based 
on bed diameter  

Rex = Ux/u, Reynolds number  
R% = Udp/u, particle Reynolds 

number  
Ret~- = (Udp/~v)"  (27r2e2/(9(1 - 

2 1/3 c))  ) , modified Reynolds 
number  defined by Wehrmann  
and Mersmann ( 1981 ) 

Re, = U, dp/u, particle terminal 
Reynolds number,  corrected for 
wall effect 

Abbreviations 
HIH = horizontal  immersed heater 
M.E = mean relative error 
PIH = plate immersed heater 
VIH = vertical immersed  heater 

WTB = wall-to-bed 
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Table 1 (Continued) 

Khan et al. (1983) PIH * 0,37 

Khan et al. (1978) PIH 11.8 0.14 

Kim et al, (1986) VIII 0.0722 0.5 0,25 

Kollbach (1987) WTB 0.118 0.5 0.7 

0,231 0.5 0.7 

Midoux et al. (1986) WTB 0.177 0,41 0.71 

Muroyama et al. (1986) WTB 0.137 0.33 0.729 

Richardson et al. (1976) PHI 0,67 0.33 0,62 

Richardson a n d  M i t s o n  (1958) WTB 119 0.4 -0.075 

Ruckenstein and Short (1959) WTB 0,067 0.33 ..0.237 

0.326 0.33 0,423 

Schimanski et al. (1973) WTB 0.23 0 0.25 

Schiltt (1982) WTB 0.4114 0.5 0,629 

Tfipathi and Pandey (1970) W'rB 0.0173 0.31 0.73 

Tusin et al. (1979) WTB 0.11 0.56 0.72 

Varma et al. (1972) WTB 

Wehrmann and Mersmann (1981) WTB 

c i 0,33 1,21 

0.148 0.5 0.70 

0.2895 0,5 0,50 

* 0 0 0,725 *0.0325Rep 

+ 1.19Rep °'43 

0.48 0.38 0 0.56 0 

0 -0.25 0.25 Ar °'zs 

O.l <Rep<lO00 

20<Pr<14000 

0.1¢Rep<1000 

20<Pr<14000 

0.4<Rep<960 

1.6<Pr< 1161.4 

0.5<Re~<40000 

1. 7 <Pr< 14000 

0 -1 0,2 Re~>30 

0 -1 0.33 Re~<30 

0 0 0,145 ( 16 )-o,Tt 
5 + l l e  

0 -1 0,271 0 11 <Rep<2621 

0 -1 0.38 0 13 .2<Re/380  

Pr=135.5 

_ s6 Cp~,o.~, ~s,--o.o2 35<Rep<1610 1,075 0 0 Ret ~'~"-'y v'~-/ 

M=0.02(-~ +3.45) 6 .8<P~29.6  
Pt 

o 0 o Ar °'s22 Re/4r-°ss>o.09 

0 0 0 Ar °'t4 Re#4r'°'ss<o.09 

0 0 0 Ar ° ~  3<Rep<300 

0 0 0.375 0 120<Rep<3300 

2<Pr<7.8 

-0.19 -1.6 0 ( P~-Pt)-0d9 40<Rep<lO00 
Pt 

l<Pr<10 

0.28 o o (._~._)o.~ S0<Re/5000 
Pr w 

3<Pr<10 

-0.58 o o ( . ~ )  Lt 185<Rep<3360 

c I = 0.00285 for  Glass particles 
c~ = 0.0032 for  Aluminium particles 3 .45<P~5  

o -1 0.20 Re~>30 l<Re~<10000 

0 .1 0.33 Re~<30 7<Pr<1150 

dependent on particle size and particle density (Richardson and 
Mitson, 1958; Schtitt, 1982; Wasmund and Smith, 1967, Wehr- 
mann and Mersmann, 1981). 

In aggregative fluidization, small groups of particles are 
imagined to move as individual units through the system as the 
solid phase is fluidized. Because of the intense circulation of 
the liquid phase, the extent of mixing and, therefore, the rate 
of heat transfer, is high. Heat transfer rate and bed voidage in 
aggregative fluidization are almost independent of particle size 
and particle density (Jamialahmadi et al., 1995; Muroyama et 
al., 1986; Richardson and Mitson, 1958; Wehrmann and Mers- 
mann, 1981). Several attempts have been made to establish a 
theoretical hydrodynamic criterion for the transition from partic- 
ulate to aggregative fluidization. Wallis (1969) has shown that 
the stability of a fluidized bed system depends entirely on the 
relative magnitude of dynamic and continuity wave velocities in 
the bed. Gibilaro et al. (1986, 1988) quantified Wallis' stability 
criterion using the following dimensionless function: 

U~ - U~ 
Fu = - -  (2)  

u, 

The values of U~ and U~ can be obtained from the following 

equations given by Foscolo and Gibilaro (1984) and Slis et al. 
(1959), respectively: 

Ue= (3"2gdp(1- e)(P"- P')) (3) 

U, = U,n(l - £ ) E  n - I  . (4) 

Positive and negative values of Fu represent particulate and 
aggregative behavior of the bed respectively. The zero value of 
this function pinpoints the voidage at which transition from 
particulate to aggregative fluidization is predicted to occur. The 
Fu function displays a quadratic relationship with a minimum 
which always occurs within the operating voidage range. This 
minimum which is the point of maximum aggregation of the 
solid phase corresponds to the point of maximum heat transfer 
rate. It can be obtained by differentiating Fu with respect to e: 

n - 1  
c .... = ~ (5) 

n - 0.5 
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Fig. 1 C o m p a r i s o n  of  m e a s u r e d  and  pred ic ted  hea t  t rans fer  coef f ic ients  
f rom the  wal l  to  a f luidized bed  of g lass  par t ic les  in w a t e r  
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Fig. 3 M e a s u r e d  and pred ic ted  m a x i m u m  bed vo idage  for  w a t e r  and 
var ious part ic le  types  and s izes  ( . .  • p ,  = 2 .5  g / c m  s, - - -  p~ = 7 .9  g /  
c m  s, - -  P8 = 11 .3  g / c m  3) 

The Richardson and Zaki exponent, n, can be obtained from 
the equation given by Rowe (1987): 

2.35(2 + 0.175Re °75) 
n = (6)  

(1  + 0 . 1 7 5 R e t  °'75) 

For a given particle type and size Eq. (5)  can be used to predict 
the bed voidage at which the heat transfer rate reaches its maxi- 
mum. The experimental results reported by various investigators 
for three different particle types and sizes are compared with 
the prediction of Eq. (5)  in Fig. 3. The results show that for 
particles greater than 2 mm the maximum heat transfer rate 
should occur at a bed voidage of 0.73. This prediction is in an 
excellent agreement with the reported experimental results. 

Pred ic t ion  of  Bed  V o i d a g e  
Accurate prediction of bed voidage is essential for the predic- 

tion of the state of aggregation of the solid phase and for the 
calculation of heat transfer coefficients from various correla- 
tions. The bed voidage can be predicted with very good accu- 
racy if the original Hirata and Bulos (1990) correlation is modi- 
fied to apply for particulate and aggregative fluidization, respec- 
tively, as described by Jamialahmadi et al. (1996).  

E = Epk 4- ( 1 -- 6-pk 1~ E RZ(2"168n el.576(dt,/D)) 

× exp(2.634n(1 - CRz)) (7)  

e = epk 4- ( I  - -  epk)3E(2"41n--2"36(d/ID))RZ 

X exp(2 .258n(1  - cRz)) ( 8 )  

The Reynolds number at the terminal settling velocity should 
be obtained from the Hartman et al. (1989) correlation. 

Effect  of  the State  of  A g g r e g a t i o n  o f  the Sol id Phase  
Over the past three decades substantial experimental results 

on heat transfer in liquid-fluidized bed systems have been accu- 
mulated in the literature. One of the more systematic investiga- 
tions in plain tubes was that of Wasmund and Smith (1967).  
These authors used glass and aluminum particles, which places 
their experiments into the particulate and the transition zone of 
fluidization. Data by Wasmund and Smith (1967) are plotted 
as a function of Fu in Fig. 4. The results demonstrate that in a 
semi-logarithmic plot a linear relationship exists between the 
heat transfer coefficient and Fu. The heat transfer coefficient 
increases significantly if the degree of aggregation of the parti- 
cles in the bed is increased. Interesting results emerge when the 
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Fig. 2 C o m p a r i s o n  of  m e a s u r e d  and  pred ic ted  h e a t  t rans fer  coef f ic ients  
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Fig. 7 Area of the heat transfer surface affected by particles and forced 
convection 

are compared with experimental data for a horizontal immersed 
surface reported by Grewal and Zimmerman (1988). The re- 
suits show that for identical scale of aggregation, F, ,  the heat 
transfer coefficients for horizontal heaters are more than 50 
percent higher than those for vertical heaters. 

experimental results of several investigators are plotted as a 
function of Fu in Fig. 5. The three distinctive zones of particu- 
late, transition, and aggregative fiuidization can easily be distin- 
guished in this figure. The sharp rise in heat transfer rate in 
the particulate zone indicates that fluid convection is the main 
mechanism of heat transfer in beds with particulate behavior. 
In aggregative fluidization the heat transfer coefficient is almost 
independent of Fu which implies that heat transfer by particle 
conduction is important and should be taken into consideration 
when developing a heat transfer model. 

Effect of Heat Transfer Surface Geometry 
The previously published heat transfer data in liquid-fluidized 

beds can be classified into two groups, namely, wall-to-bed heat 
transfer and immersed heater-to-bed heat transfer. The im- 
mersed heat transfer surface can be installed vertically or hori- 
zontally. The effect of surface geometry on the heat transfer 
rate is illustrated in Fig. 6, where heat transfer data, reported 
by Brea and Hamilton (1971) for wall-to-bed and by Baker et 
al. (1978) and Kang et al. ( 1991 ) for vertical immersed heaters, 
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Fig. 6 Effect of heat transfer surface configuration on the heat transfer 
rate for glass particles in water 

General Heat Transfer Model 
Regardless of its configuration, the heat transfer surface can 

be divided into two zones: the area affected by particles, Ap, 
and the remaining area, Ac, where transfer of heat occurs by 
forced convection. Both mechanisms occur in parallel in sepa- 
rate zones of the heat transfer surface area as shown in Fig. 7. 
The total heat flux transferred over both separate areas is there- 
fore equal to: 

qA = ,~Ao + c~pAp (9) 

where 

and 

c~ = a A T  

qp = apA T 

dL. = a ~ A T  (10) 

A = A  i , + A c .  (11) 

From the combination of the above equations the fluidized bed 
heat transfer coefficient, a, can be obtained: 

O~ = OQ + Ap 
7 (ap - ~°)" 

(12) 

In the area affected by the particles, heat is transferred into 
the fluid by transient heat conduction from the heat transfer 
surface to the adjacent liquid layer. When particles depart from 
the heat transfer surface the hot liquid layer is transported in 
their wake into the liquid bulk and replaced by cooler liquid. 
The area from which the hot liquid layer is pumped away by a 
particle leaving the heat transfer surface is 7rd~ (Han and Grif- 
fith, 1965). Some heat is also transferred by conduction to the 
particles while they are in contact with the heat transfer surface. 
Therefore, 

Ap _ neTrd 2 

A A 
(13) 

From the definition of the bed voidage we also write, 

c = 1 - V p  = 1 NTrd~, 
Vr 6 W  

(14) 
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Table 2 Constants for use with Eq. (19), Knudsen and Katz (1958) 

Re I m ml 
I 

0.4-.4 ~ 0.898 0.33 

4-40 0.911 0.385 

40-4000 0.683 0.466 

4000-40,000 0.193 0.618 

40,000.-400,000 0.0266 0.805 

Combining Eq. (14) with Eqs. (12) and (13) yields: 

where ' 

VT _ D~ 

A 4D~ 

VT 71"O 2 

A 4L 

VT D 2 

A 4L~ 

Vr D 

a = a c + 6 ( 1 - e )  Vr np. 
T a N (ap-  a~,) (15) 

for a vertically immersed cylindrical heater, 

for a thin, vertically immersed plate, 

for a horizontally immersed cylindrical heater and, 

for wall to bed heat transfer surfaces. 
A 4 

Prediction of a~c and % 
The local forced convective heat transfer coefficient, a~, for 

wall-to-bed and vertical immersed surfaces can be calculated 
from the Gnielinski (1986) correlation: 

(Re - 1000)Pr 
8 

1 + 12.7 ~f~  (Pr 2/3- 1) 

[, 
t6) 

N u  = 

The friction factor is to be calculated from (Filonenko, 1954): 

f = (1.82 logloRe - 1.64) -2. (17) 

For immersed plate surfaces the correlation recommended by 
Khan etal .  (1983) is used: 

Nu = 0.022Rex + 1.72 (RexPr) °'3. (18) 

Finally, for horizontally immersed heaters, the forced convec- 
tive heat transfer coefficient is calculated from the correlation 
of Knudsen and Katz (1958): 

Nu = mRe"lPr 1/3. (19) 

The constants m and ml are tabulated in Table 2. The heat 
transfer coefficient for the particle controlled area can be ob- 
tained from the following equation (Jamialahmadi et al., 1995) : 

where K is a constant taking into account the relative area of 
contact between particles and heat transfer surface and is equal 
to 0.0705 for spherical particles and 0.141 for cylindrical parti- 
cles (Jamialahmadi et al., 1995). The collision frequency in 
Eq. (20) can be predicted according to Martin (1981, 1990): 

f = O . 3 3 5 4 ~ ( p , - p t  I e-epk 
\ p, / (1 - epk)(1 - e) 

(21) 

Prediction of nplN 
In fluidized bed systems, particles move randomly throughout 

the bed and often collide with each other and with the heat 
transfer surface. Meijer (1984) has shown that the number of 
collisions of particles with the heat transfer surface is a function 
of bed voidage, particle size, and physical properties of the 
system. The number of collisions increases from zero, for the 
static bed, up to a maximum value and subsequently decreases 
to zero for the empty system. This functionality can be ex- 
pressed in the following form: 

- -  - a (1 - ~)c(e - ep~) d. (22) 
N 

The value of np/N can be estimated from the experimental 
data in conjunction with Eqs. ( 1 5 ) - ( 2 1 )  for particulate and 
aggregative fluidization and for various configurations of the 
heat transfer surface. 

The predicted values of nl,/N are used to estimate the parame- 
ters a,  b, c, and d in Eq. (22). The calculated parameters for 
various heat transfer configurations are summarized in Table 3. 
In Figs. 8 and 9, nl,/N values calculated from the experimental 
data are compared with the curve-fit according to Eq. (22) for 
walt-to-bed and for immersed heat transfer surfaces. 

Comparison With Experimental Data 
The predictions of Eq. (15) for glass particles and various 

heat transfer surface configurations are compared with experi- 
mental data in Fig. 10. The predicted trends are in excellent 
agreement with the experimental results of all investigators. 

Table 3 S o u r c e  of data, heat transfer surface configuration and expo- 
nents of Eq, (22) for particulate and aggregative fiuidization 

Source of  data Configuration Aggregative Particulate 
of  Heater Fluidization Fluidization 

Khan et a1.(1983) 

Romani  and 
Richardson (1974) 

Grewa |  and 
Zimmerman 

(1988) 

Baker et a1,(1978) 

Kang et a1.(1991) 

References are 
summarized in 

Fig. 11 

u O  
n l  

o o  I 
u 

tttt  

ooel 
~oe 

uoq 

1TTN]I 

I::,1 o.Qq 
*e  * 

11111111 

a = 1 0 . 4 3  
b = 2 . 6 7 0  
c= - 0 .23  
d = 1 . 2 4 0  

a = 2 . 3 8 0  
b = 0 . 7 4 0  
c = 0 . 8 6 0  
d = 1.390 

a = 0 . 5 3 0  
b = 1 . 3 4 0  
c = 0 . 0 5 0  
d = 0 . 0 1 8  

a = 5 . 7 6 0  
b = 1 . 3 6 0  
c = 0.350 
d = 0 . 0 8 0  

a = 0 . 6 5 0  
b = 2 . 0 0 0  
c= - 0 . 24  
d = 0 . 7 6 0  

a = 2 . 3 3 0  
b = 1.560 
e= - 0 . 06  
d = -0.28 

a = 0 . 3 8 0  
b = 1 , 4 4 0  
c= - 0 . 17  
d = 0 . 6 3 0  

a = 0 . 9 8 0  
b = 1 , 2 6 0  
c = 0 . 0 0 0  
d = -0.49 

Dh 
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Fig. 8 Comparison of calculated and predicted np/N values for wall-to- 
bed heat transfer. Various particle sizes and densities in water. 
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Fig. 11 Comparison of measured heat transfer coefficients with values 
calculated from Eq. (15) for wall-to-bed heat transfer 
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Fig. 12 Comparison of measured heat transfer coefficients with values 
calculated from Eq. (15) for immersed heaters 
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Fig, 10 Comparison of measured and predicted heat transfer coeffi- 
cients for various heater configurations for glass particles in water and 
kerosine lubricating oil mixtures 

Equation (15) ,  for wall-to-bed systems, predicts a maximum 
heat transfer at bed voidage of about 0.73, which is in accor- 
dance with previously reported results. The applicability of the 
presented model for wall-to-bed and immersed heater with dif- 
ferent hydrodynamic characteristics is demonstrated in Figs. 11 
and 12 where the experimental data of various investigators are 
compared with values predicted from Eq. (15) .  The mean rela- 
tive errors between all measured data shown in Figs. 11 and 
12, and the predicted values are summarized in Table 4, demon- 
strating that Eq. (15) predicts the published experimental data 
for various heat transfer surface configurations with good accu- 
racy. 

Table 4 Mean relative error of predictions from Eq. (15), for the data 
depicted in Figs. 11 and 12 

Configuration of heater M,E, in aggregation zone M,E. in particulate zone 

WTB 15% 18% 

VIH 2% 7.5% 

HIH 2.4% 4.81% 

PIH 11.5% 16.5% 
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Conc lus ions  
A new model was developed to predict heat transfer coeffi- 

cients for wall-to-bed and immersed heater-to-bed fluidization 
with particulate or aggregate behavior. The model is generic 
and includes the effects of various operational and geometrical 
parameters on the heat transfer rate. The predictions of the 
model are in good agreement with experimental data for a vari- 
ety of heat transfer surface geometries. 
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Surface Ripple in Electron-Beam 
Welding Solidification 
The occurrence of ripples on the workpiece surface after solidification in electron- 
beam welding or melting is experimentally and analytically investigated. The maxi- 
mum accelerating voltage and welding current of the electron-beam welder are 60 
kV and 50 mA, respectively, while the workpieces are Al 1100 and SS 304. The 
average pitches and amplitudes of surface ripples are measured for different beam 
powers and welding speeds. Using a scale analysis to account for heat transfer and 
fluid flow induced by a negative temperature-dependent surface tension gradient in 
the molten pool the variations of ripples with dimensionless beam power, Marangoni, 
Peclet, Prandtl, Stefan, and Biot numbers are found for the first time. The predicted 
results show good agreement with experimental data. 

Introduction 
A significant difference between poor and good welding is 

that significant rippling or roughening may result on the solidi- 
fied workpiece surface (e.g., O'Brien, 1991 ). Ripples are gener- 
ally associated with segregation, porosity, and other microstruc- 
tural defects. Even though surface ripples commonly occur in 
metals processing, theoretical or experimental investigations of 
rippling phenomena are limited. Several propositions for possi- 
ble causes of ripples are presented as follows: 

1 Thermocapillary Force. Anthony and Cline (1977) 
proposed a simplified model to study rippling resulting from 
the laser melting of stainless steel 304. Rippling was attributed 
to thermocapillary or Marangoni force, which is proportional 
to the tangential component of temperature-dependent surface 
tension gradient along the l iquid-vapor interface. The outward 
fluid flow caused the liquid at the back of the pool to climb 
and produce a raised section upon solidification. Mills and 
Keene (1990) pointed out that surface agitation and coarse 
frozen ripples superimposed on a background of fine ripples 
would be associated with low surface tension and a positive 
temperature gradient. A quiescent fluid surface coupled with 
fine ripples was characterized by high surface tension and a 
negative temperature coefficient. 

2 Periodic Oscillations During Solidification. D'an- 
nessa (1970) proposed that the rippling phenomenon resulted 
from the interaction of solidification growth rate fluctuations 
and surface tension effects. The peaks and valleys of ripples 
were associated with increasing and decreasing growth rate in- 
tervals, respectively. The changes in the height and pitch of 
ripples were explained by variations in thermal conditions. 

3 Power Source Ripples. Garland and Davies (1970) 
concluded that the ripples were not due to growth rate fluctua- 
tions, but were related to the cyclic current supply. Using a 
pulsed arc source Ecer et al. (1982) observed up and down 
oscillations of the weld pool that exhibited a constant period. 
These oscillations cyclically provided liquid metal above the 
weld surface into which solid can grow and ripples were formed. 

4 Periodic Swellings of Liquid Metal. Arata et al. 
(1973) observed the dynamic behavior (Tong and Giedt, 1969) 
of the weld pool by using a high-speed camera. The weld pool 
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periodically swelled as a result of the alternatively narrowed and 
expanded cavity produced by a high-intensity electron beam. 
Ripples were closely related to the periodic swelling of molten 
liquid. 

Thermocapillary convection and unsteady deformation of the 
free surface near the solidification front appear to be responsible 
for the formation of rippling. A fundamental and important 
investigation on thermocapillary flows interacting with free sur- 
faces in a shallow rectangular cavity was provided by Sen and 
Davis (1982). They considered vertical walls at distinct temper- 
atures and the bottom wall being adiabatic. A perturbation ap- 
proach associated with a numerical computation was used to 
study float-zone processing, where small Reynolds ( ~  - (d3"/ 
dT)A~xTd/#v) and Marangoni numbers (=-- PrRe) of an order 
of the perturbation parameter A and capillary number ( ~ - (d 3'/ 
dT)A~T/3"m) the order of A 4 were assumed. A free surface 
layer driven by thermocapillary force was found to flow from 
hot to cold, and recirculating below. Deformation of the inter- 
face was enhanced by increasing the capillary number. Strani 
et al. (1983) considered the same problem with milder restric- 
tions on Reynolds and Marangoni numbers. 

Imposing the same boundary conditions as Sen and Davis 
(1982), Zebib et al. (1985) provided a scale analysis of steady 
fluid flow in the free surface layer, corner, wall, and core regions 
of an open square cavity for high Marangoni numbers. The 
characteristic velocity of the free surface flow induced by ther- 
mocapillary force was of the magnitude of Re -1/3 (Ostrach, 
1982) where Reynolds number is defined as - ( d 3 " / d T ) A T d /  
#v. The free surface layer decreased in velocity and turned 
downward as the corner region was approached. The vertical 
extent and horizontal velocity in the comer region was equal 
to that in the free surface layer while the width was of the 
magnitude of Re-2/3 and the vertical components of velocity 
an order of unity. Pressure in the entire region was determined 
from an invicid Bernoulli's equation and equal to the dynamic 
pressure in the free surface layer. Rivas and Ostrach (1992) 
pointed out that this pressure can be overestimated. 

Rivas and Ostrach (1992) presented a scale analysis to sta- 
tionary and steady welding processes for Prandtl number Pr 
1. In order to avoid the effects of the complexity of the phenom- 
ena in the corner region, the analysis was only applied to the 
core region. The characteristic surface velocities obtained from 
balances between thermocapillary force, viscous stress, and in- 
errtia force (Ostrach, 1982) for small Reynolds number, high 
Reynolds and Marangoni numbers agreed with experimental 
data and computed maximum surface velocities in the literature. 
Interrelationships between the incident energy and shape of the 
molten region, and deformation of the free surface were not 
accounted for. Rivas (1991) simulated flow patterns humeri- 
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Fig. 1 Physical model 

cally in a shallow rectangular pool. It was found that as inertia 
effects became important the wall vortex induced a depression 
of the free surface near the wall. This behavior was opposite to 
that for small Reynolds numbers (Sen and Davis, 1982). 

Thermocapillary flows in open containers become oscillatory 
under certain conditions but its cause is not yet completely 
understood. Ostrach et al. (1985) suggested the oscillations 
result from the deformation of  the free surface. Conversely, 
Schwabe and Scharmann (1979) and Xu and Davis (1984) 
concluded that oscillations were due to instability that occurs 
for Marangoni number above a critical value. Recently, Kamo- 
tani et al. (1995) experimentally verified the former theory. 
More detailed analysis is required. 

In this study, roughness affected by different working param- 
• eters is experimentally and analytically determined. The flow 

pattern in the weld pool, which involves unsteady deformations 
of  so l id- l iquid  and l iquid-vapor  interfaces and interactions 
between the free surface layer, corner and core regions, and 
boundary layer with phase transition on the sol id- l iquid inter- 
face, is quite complex and uncertain. A scale analysis (Bejan, 
1984) of rippling therefore is provided for an exploratory study. 
From a practical point of  view, this work presents an under- 
standing on how to adjust working conditions to reduce ripples. 
From a theoretical viewpoint, an interpretation for the occur- 
rence of  ripples is provided. An electron-beam welder whose 
energy source is steady and stable and surroundings clean in a 
vacuum chamber is used. 

Ripples 

Fig, 2 Experimental setup to measure roughness of ripples 

Experimental Setup and Procedure 
Electron-beam welding was accomplished in a vacuum cham- 

ber. The electron-beam emitted from an electrode impinges 
steadily and continuously on the surface of a workpiece moving 
at a constant speed U. The workpiece surface thus experiences 
melting, solidification and rippling, as illustrated in Fig. 1. The 
pitches and amplitudes of the ripples were measured with a 
Kosaka surfcoder SE 3300 surface roughness instrument, as 
shown in Fig. 2. The roughness instrument consists of a detec- 
tor, electric driving system, amplifier, filter, indicator, and re- 
corder. A tracer point moved by a electric driving system is 
mounted at the tip of  the instrument. Its movement  delineates 
the surface of  the ripples. The amplifier is used to enhance 
the spectrum of roughness transmitted from the amplifier. The 
spectrum includes short wavelengths from ripples and long 
wavelengths from curvatures of  the workpiece surface. After 
eliminating components of  long wavelength from the treble 
filter the outputs of the recorder are the pitches and amplitudes 
of ripples. 

Experimental Procedure. The procedure is described as 
follows: 

1 Specimen. Workpieces chosen were an aluminum alloy 
A1 1100, and stainless steels SS 304. Each specimen having a 
thickness of  0.008 m was finished by 800 grit emery paper and 

N o m e n c l a t u r e  

a = average ripple amplitude 
A = d/ l  

Bi = Biot number = hch/k 
c = proportional constant 
Ca = empirical constant 

Ca = capillary number = - (d~// 
d T ) A A T / T m  

cp = specific heat 
d = depth of rectangular cavity 

f ,  F ,  g = functions or gravitational ac- 
celeration 

h = fusion zone depth 
hc = heat transfer coefficient 
h,t = latent heat for solidification 
K = loss coefficient 

k, k,. = liquid and solid conductivity 
l = length of rectangular cavity 

Ma = Marangoni number = 
- ( d y / d T ) ( T m  - T~)h /#a  

p = pressure 
Pr = Prandtl number = u/o~ 

Pe = Peclet number = Uh/a 
Q = dimensional beam power 

Q* = dimensionless beam power = 
Q/[kh(Tm - T~)] 

q = incident flux 
qc = incident flux = Q/re 2 
R = correlation coefficient 
re = rear length of molten pool, as il- 

lustrated in Fig. 1 
s = average pitch between ripples 

Ste = Stefan number = 
hst/[ep(T,. - T~)] 

t = time 
T = temperature 
U = welding speed 

u, u = horizontal velocity and velocity 
vector, u = ui + v j  

v = vertical velocity 
x, y = coordinate, as illustrated in Fig. 1 

z = coordinate 

a = liquid diffusivity = klpcp 
y, %, = surface tension at T and melting 

point Tin, y = y,, + ( d y / d T ) ( T  
- Tin), where d y / d T  is negative 
constant 

6,. = thickness of  free surface layer 
Ahlo~s = head loss 

A T  = temperature difference between 
vertical walls 

A T c = T m - T ~  
= deflection of free surface 

/z, u = viscosity 
p = density 

Subscripts 
e = solidification front on workpiece 

surface 
l = liquid 

m = melting 
s = free surface boundary layer or 

solid 
= ambient 
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Fig. 3 Specification of ripples 

cleaned with acetone to remove oxide layers and debris, and 
produce a smooth surface prior to welding. 

2 Electron-Beam Welding. A bead-on-plate weld on the 
workpiece surface was made with an electron-beam welder hav- 
ing a maximum accelerating voltage of 60 kV and welding 
current of 50 mA. In this study, an accelerating voltage of 50 
kV was used while welding currents and speeds ranged from 
15-45 mA, and 20-90 mm/s, respectively. A constant acceler- 
ating voltage is crucial because the spot size is more sensitive 
to the accelerating voltage than the welding current (Burgardt, 
1986; Hicken et al., 1991; Giedt and Tallerico, 1988). The focal 
spot was located at the workpiece surface because of its strong 
influence on the depth of penetration (Wei and Chow, 1992). 
A vacuum less than 10 -5 torr ( ~ 1 0  -3 Pa) was used. 

3 Observation of .Fusion Zone. After welding the speci- 
men was cut and polished with 1200 grit emery paper. Minor 
contaminants were removed in an ultrasonic wave cleaner filled 
with acetone. A chemical solution to etch the specimen was 
also required. The chemical etchant used for A1 1100 was 1 ml 
HF (48 percent) and 200 ml H20, while that for SS 304 was 
4 g CuSO4, 20 ml HC1, and 20 ml H20. 

4 Observation o f  Ripples. Specimens were cleaned with 
acetone in the ultrasonic wave cleaner before observation and 
measurement. Ripples were observed and photographed with 
an optical microscope at magnifications of 25-50×.  

5 Roughness  Measurement.  Surface ripples consist of var- 
ious wavelengths. A Fourier series was used to analyze the 
surface topography. An appropriate cut-off wavelength was se- 
lected to eliminate long wavelengths attributed to curvature of 
the workpiece surface. From the regulation of DIN (Deutscher 
Industrial Normungl) the cut-off wavelength was chosen to 
be 2.5 x 10 -3 m which was one-fifth of the total length for 
measuring. 

The roughness is defined by an average pitch and amplitude 
of ripples along the weld centerline. As illustrated in Fig. 3, a 
mean line is defined as a line (y = 0) below and above which 
curves of the rough surface have the same area. The ordinate y 
= f ( x )  represents the surface of tipples, where the x axis is in 
the welding direction. Selecting a total length, L, for measuring, 
the average amplitude is determined from 

a -= - [ f ( x ) l d x  ~ _1 If(xi)l (1) 
L n i= 1 

where the number of points n = 7990. The average pitch be- 
tween adjacent ripples is defined as 

s ~ - Isi[ (2) 
h i =  1 

Average values were obtained from different sections, alterna- 
tive directions along the weld centefline, and different tests, 
where ripples exhibited regular patterns. The regularity ap- 
peared for a long welding length and time. 

Statistical Analysis. The standard deviation and coefficient 
of determination for the results were estimated. The calculated 
coefficient of determination are shown in the following figures. 
The system errors of the roughness instrument were checked 
with a standard sample, whose amplitude is 3.9 × 10 -6 m and 
maximum height between the peak and valley of the surface 
ripples 9.5 × 10 -6 m, by bias errors of -0.02 × 10 -6 m and 
+0.125 x 10 -6 m, respectively. 

Scale Analysis 
Conservation equations of mass, momentum, and energy in 

the molten region are, respectively, 

V ' u = 0 (3) 

0__u + (u" V)u = - 1_ Vp + uV2u (4) 
Ot p 

OT 
- -  + ( u ' V ) T  = a V 2 T  (5) 
Ot 

Since the capillary number Ca ~ 0.2 and 0.3 for aluminum and 
SS 304, respectively, small deformation of the free surface (i.e., 
zl/h ~ 1) can be assumed. The balance of thermocapillary 
force and viscous stress on the liquid-vapor interface therefore 
reduces to (e.g., Sen and Davis, 1982) 

Ou d y  OT 
# (6) 

Oy aT Ox 

A balance between liquid pressure and pressure due to surface 
tension on the free surface yields 

OZrl 
p - p ®  = y Ox 2 (7) 

The incident flux equals conduction into liquid on the free sur- 
face. That is, 

q = - k  --OT (8) 
Oy 

The Stefan boundary condition on the solidification front is 

- k  OT + pUhst = - k s  OT~ (9) 
Ox Ox 

b--lmm----I 

Fig. 4 (a) Top view of surface ripples, and (b) transverse cross section 
of fusion zone in SS 304 irradiated by an overfocused beam with an 
accelerating voltage of 50 kV, welding current 30 mA, and a welding 
speed of 0.02 m/s 
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Fig. 5 Top views of surface ripples on AI 1100 irradiated by a surface-focused beam with accelerating voltage of 50 kV and (a) 30 mA, 0.02 m/s, 
(b) 20 mA, 0.02 m/s, and (c) 30 mA, 0.04 m/s 

where the second term on the left-hand side is latent heat due 
to solidification. The kinematic boundary condition is also re- 
quired for a free surface: 

07 07 ~=-~+u~  (lO) 

The characteristic velocities of the free surface layer having 
a high Reynolds number and small Prandtl number as derived 
by Ostrach (1982) and Rivas and Ostrach (1992) are 

: [ ( d y q ~ h ) 2 ~ ]  1/3 
Us \ ~ ]  r~J (11) 

dy  qch L/2~ 1/3 
(12) 

which can be derived from the horizontal component of momen- 
tum Eq. (4), and Eqs. (6), (3), and (8). That is, 

u~ u~ us d'gl AT,, - - ~  u - ~ ,  # 
re (5 s ~ss re 

us v~ ATe 
re ~.~' q" ~ k h (13) 

where the first relation represents a force balance between iner- 
tia and viscous force, the second relation is an interfacial mo- 
mentum balance between tangential viscous stress and thermo- 
capillary force, the third relation conservation of mass, the last 
an energy balance between incident flux and conduction. For 
liquid metals Prandtl numbers Pr ,~ 1 indicates that the thickness 
of the free surface viscous layer is much smaller than the fusion 
zone depth. The Marangoni and Reynolds numbers are greater 
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Fig. 6 (a) Average pitch, and (b) average amplitude of surface ripples 
versus welding speed for different beam powers in AI 1100 
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Fig. 7 Variation of fusion zone depth with beam power and welding 
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Fig. 8 Surface roughness and fusion zone shape, (a) A11100, 50 kV, 15 
mA, 0.09 m/s, and (b) AI 1100, 50 kV, 30 mA, 0.08 m/s, and (c} SS 304, 
50 kV, 30 mA, 0.02 m/s 

than thousands, which confirm a strong flow in the free surface 
boundary layer governed by the first, second, and third relations 
of Eq. (13).  Outside the surface boundary layer incident flux 
is balanced by conduction. 

Considering an incident flux of  10 8 W / m  2 or a temperature 
difference of  1000 K and a fusion zone depth of  aluminum h 
= 10 -3 m the characteristic velocities in the free surface layer 
are us ~ 3 m/s  and v, ~ 0.01 m/s, as calculated from Eqs. ( 11 ) 
and (12).  

Amplitude of Ripples.  Oscillations of the free surface at 
the rear edge of the molten pool determine the roughness of 
the solidified surface. Applying Eq. (7) at locations where the 
maximum velocity occurs and solidification front of the molten 
pool yields, respectively: 

02r//,~ 
P , - P ~  = Y Ox 2 (14) 

02r/b 
P~ - P~ = 7 0 X  2 (15)  

Subtracting Eq. (14) from Eq. (15) leads to 

02a 

P e -  P~ = Y Ox 2 (16) 

where the average amplitude of ripples a = rb - ~7, ~ ~Te. This 
is because the location where the maximum velocity occurs is 
far from the comer  region and the free surface is nearly flat by 
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Fig. 8(b) 

comparison with that near the solidification front (Rivas, 1991 ). 
Velocities of the free surface layer drop from 3 m/s to 10 -2 
m/s (i.e., the welding speed) within one tenth or hundredth of 
a millimeter in the comer region (Zebib et al., 1985). In view 
of strong viscous stress and rapid increase in the thickness of 
the surface layer, using the Bernoulli's equation without head 
losses to evaluate the pressure difference is invalid. A relevant 
and simple way to calculate pressure difference between two 
locations is 

ps 

P 

U 2 
+ u~2 = --P" + - -  + g~xh~os~ (17) 

2 p 2 

where the welding speed U ~ us. It should be noted that Eq. 
(17) is similar to the analysis of piping systems (e.g., White, 
1979). The head losses due to viscous dissipation and sudden 
expansion in the comer region can be determined by 

~h,os., = K " "  (18) 
2g 

where the loss coefficient K approaches unity for a strong sud- 
den expansion. Substituting Eq. (18) into Eq. (17) and using 
Eq. (16) give 

a 
p~ - ps = (1 - K ) p u ~  ~ 3',. .'TJ (19) 

f e  

which indicates that the maximum difference in pressure along 
the free surface cannot be as large as the dynamic pressure. 
Substituting Eq. ( 11 ) into Eq. (19) gives 

[l,(d~qchre~2q2'3 
a =  (1 - K )  p (20) 

3',.  

where the amplitude is found to increase with incident flux and 
surface tension gradient. It is noted that incident flux qc in Eq. 
(20) has a lower bound of an critical flux in order to melt the 
workpiece. The rear length of the molten region and incident 
flux in Eq. (20) should be interrelated. Although more complete 
models were presented by Eagar and Tsai (1983) and Wei and 
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Fig. 8(c) 
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ables for AI 1100 and SS 304 
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Fig. 12 Amplitude-to-pitch ratio versus product of dimensionless pa- 
rameters for AI 1100 and SS 304 

Shian (1993), a simple and successful evaluation of the shape 
of the molten region as provided by Christensen et al. (1965) 
can be used. The temperature distribution was determined from 
Rosenthal' s point source solution (Rosenthal, 1941 ), which was 
obtained from Eq. (5) by neglecting convection for a low Peclet 
number in a quasi-steady state 

T - T ~  a 
Tm - -  T= 27rk(Tm - T~)~/x 2 + y2 + z 2 

[ U (~/x2+y2 z2 ] × exp - ~ + - x) (21) 

which gives the temperature gradient at the solidification front 
on the workpiece surface: 

OT Q 
-k  (22) 

Ox 27rr 2e 

Equation (22) is relevant by considering that beam power is 
removed by conduction at a hemispheric surface of a radius re. 
Substituting Eq. (22) into Eq. (9) and introducing a heat trans- 
fer coefficient to evaluate conduction into the solid leads to 

a 
- -  + ph+~U = hc(T,, - T~) (23) 
27rr2e 

where the heat transfer coefficient is an empirical quantity, i.e., 
introducing incident flux qc = Q/r ~ and substituting Eq. (23) 
into Eq. (20) to replace length r, give a dimensionless relation- 
ship between the average amplitude of ripples and working 
parameters: 

aT,,, = ca(1 - K) Ma+/3[prQ*(Bi - Ste Pe)] 2/3 (24) 
p o t  2 

where the factor ca can be determined from experiments. In 
deriving Eq. (24), lengths are nondimensionalized by the fusion 
zone depth, which is a function of beam power, welding speed, 
and thermal properties. Although fusion zone depths can be 
determined from Eq. (21), which is only valid for a low-power 
density beam, measured depths are chosen as a length scale for 
reality. 
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Pitch of Ripples. The average pitch of the ripples can be 
estimated from 

a 
s = U t =  U - -  (25) 

Ue 

where the time scale is obtained by equating the term on the 
left-hand side and the first term on the right-hand side of Eq. 
(10). In Eq. (25) the vertical velocity component in the comer 
region is estimated to be ve = 10 -4 m]s for a welding speed of 
10 -2 m/s, an amplitude of 10 -6 and pitch of 10 -4 m, as can be 
seen later. Unlike the horizontal velocity component, which is 
identical to the welding speed, an estimation of the vertical 
velocity component near the corner region is difficult. It is 
proposed that 

ve = F ( Q ,  U ,  1 - K . . . .  )v~ (26) 

where the function F includes complicated variables. Its value, 
however, can be estimated to be of an order of 0.01. This is 
because vertical velocity components in the free surface layer 
and comer region are, respectively, 10-2 m/s and 10 -4 rlaJS, as 
discussed previously. Substituting Eqs. (12), (20), and (26) 
into Eq. (25) leads to 

1 - K  p.___U_U d y  qchrZe 

s = F ( Q ,  U,  1 " - K  . . . .  ) Ym - - ~  k #  
(27) 

A dimensionless form of Eq. (27) therefore yields 

Sym = 1 -- K 
Pe MaQ* (28) 

p a  2 F ( Q ,  U ,  1 - K . . . .  ) 

A reliable determination of average pitches from Eq. (28) is 
difficult unless the function F is known. Fortunately, experimen- 
tal measurements from this work reveal that the ratios of the 
amplitude to pitch are relatively constant for AI 1100 and SS 
304. That is, 

a = es (29) 

where the proportional constant c = 0.015-0.03. A reliable 
predication of surface ripples therefore is obtained from Eqs. 
(24) and (29). 

Results and Discussion 

In this study, roughness characterized by an average pitch 
and amplitude of surface ripples on the workpiece as a function 
of beam power, welding speed, and properties of workpieces is 
investigated. Using a constant accelerating voltage, for example, 
50 kV in the present work, to maintain the focal spot on the 
workpiece surface is crucial. Otherwise, as shown in Fig. 4, 
asymmetric ripples on the top surface and a corresponding fu- 
sion zone on a transverse cross section in a workpiece of SS 304 
take place. In this case, the focal spot was above the workpiece 
surface. Unfortunately, an interpretation of the observation is 
impossible at the present time. 

Figure 5 (a )  shows that the surface of the specimen of A1 
1100 exhibits coarse ripples superimposed on fine ripples. Both 
types of ripple occur periodically. The pitches between fine 
and coarse ripples are around 5 × 10 -6 and 0 .5-3  × 10 -4 m, 
respectively. Slopes of faces in front and rear of each ripple 
are observed to be different. An extensive investigation on the 
oscillations of the free surface near the corner region between 
the molten pool and solid is required. In Figs. 5(b)  and 5(c)  
it is seen that pitches of coarse ripples decrease with reduced 
welding current and increased welding speed, respectively. A 
decrease in welding current or beam power reduces the free 
surface temperature gradient (see Eq. (22)) ,  which decreases 
thermocapillary flow of the free surface layer or difference in 
liquid pressure (see Eq. (19)).  Roughness therefore decreases. 

On the other hand, increasing the welding speed increases the 
rear length of the molten pool (see Eq. (23)) in order to reduce 
heat conduction to the solidification front. As a result, a decrease 
of temperature gradient reduces thermocapillary flow and 
roughness. 

Quantitative results for average pitches and amplitudes of 
ripples as a function of beam power and welding speed for 
welding A1 1100 are shown in Figs. 6 (a )  and 6(b)  respectively. 
It is noted that after a comparison between outputs of the 
roughness instrument and observations from an optical micro- 
scope, the pitches measured from the roughness instrument were 
due to coarse ripples. Pitches and amplitudes are of magnitudes 
of 10 -4 m and 10 -6 m, respectively. It is required to present 
the variations of fusion zone depth with the beam power and 
welding speed. As shown in Fig. 7, an increase in beam power 
and decrease in welding speed increase the depth of the fusion 
zone. 

Surface ripples associated with fusion zone depths of A1 1100 
by changing beam power or welding speed are shown in Figs. 
8(a)  and 8(b) ,  where the upper and lower photographs repre- 
sent top and transverse views of the fusion zone, respectively. 
It can be seen that an increase in the beam power from 750 to 
1500 W and a decrease in the welding speed from 0.09 to 
0.08 m/s increase the depth of the fusion zone and enhances 
roughness of the surface. A decrease in welding speed increases 
the fusion zone depth of SS 304 and produces coarser ripples, 
as shown in Fig. 8(c) .  

A relationship between the dimensional amplitude and a 
product of working variables for workpieces of A1 1100 and SS 
304 is shown in Fig. 9. The abscissa represents a combination of 
working variables of Eq. (20). As a result, for a given material 
use of Eq. (20) leads to a linear relationship in the figure. It 
can be seen that experimental data are best fitted by straight 
lines for both materials. Agreement between the scale analysis 
and experimental results in this work therefore is achieved. 
Aside from the effects of beam power and welding speed on 
roughness, as discussed previously, an increase in the heat trans- 
fer coefficient or decrease in latent heat for solidification in- 
crease roughness. This is because the rear length of the molten 
pool is decreased by increasing the heat transfer coefficient and 
reducing latent heat (see Eq. (23)).  As a consequence, incident 
flux near the solidification front at the workpiece surface in- 
creases. 

The dimensionless amplitude versus a product of dimen- 
sionless parameters (see Eq. (24)) for workpieces of A1 1100 
is shown in Fig. 10. It can be seen that increases of the dimen- 
sionless beam power, Marangoni, Prandtl, and Blot numbers 
enhance roughness in contrast to Stefan and Peclet numbers. 
Similar results for SS 304 are also shown in Fig. 11. 

A prediction of the average pitch of surface ripples is more 
difficult than that of the average amplitude, as mentioned pre- 
viously. Fortunately, in Fig. 12 it can be seen that the average 
amplitude is nearly proportional to the average pitch over a 
wide range of working conditions for A1 1100 and SS 304. The 
proportional constant is between 0.015 and 0.03. Use of Eq. 
(29) instead of Eq. (28) therefore is more reliable. In order to 
obtain general results for the average pitch of surface ripples, 
a further investigation of Eq. (28) is required. 

Conclusions 

The following conclusions are drawn: 

1 In this study, it is found that dimensionless average ampli- 
tude and pitch governed by Eqs. (24) and (29), respectively, 
increase with increasing dimensionless beam power, Maran- 
goni, Prandtl, Biot numbers and decreasing Stefan and Peclet 
numbers. A physical mechanism of rippling resulting from a 
Marangoni flow driven by a negative temperature-dependent 
surface tension gradient in a molten pool is discovered. 
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2 Coarse ripples were observed to be superimposed on fine 
ripples. The pitches between fine and coarse ripples are around 
5 )< 10 -6 and 10 -4 m, respectively, while the amplitude is of 
the order of 10-6 m. The ratios between the amplitude and pitch 
are relatively constant between 0.015 to 0.03 for AI 1100 and 
SS 304. 
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Technical  
N o t e s  

This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers. 

Closed-Form Solutions for 
Transcendental Equations 
of Heat Transfer 

R. A. Leathers  1,2 and N. J. M c C o r m i c k  l'a 

1 Introduction 
In an era with modern computers and well-established root- 

finding algorithms, the numerical solution of transcendental 
equations is relatively straightforward. It may be of interest to 
heat transfer researchers and students, however, that it is also 
possible to state explicit solutions for transcendental equations 
arising in a variety of heat transfer problems. Explicit solutions 
to many transcendental equations have been developed for a 
variety of non-heat-transfer applications, such as celestial me- 
chanics [ the solution of Kepler's equation for elliptic and hyper- 
bolic orbits (Siewert and Burniston, 1972)], ferromagnetism 
[the molecular field equation (Siewert and Essig, 1973)], nu- 
clear reactor theory [the "critical condition" for a bare reactor 
(Siewert, 1973 )], and applied mechanics [the eigenvalues of a 
clamped plate (Siewert and Phelps, 1978) ]. The general theory 
for solving these problems is based on the methods of Muskhe- 
lishvili (1953) and has been developed by Burniston and Sie- 
weft (1973). 

The procedure for solving transcendental equations for roots 
--+Zm, m = 0, 1 . . . . .  depends on formulating an appropriate 
Riemann problem of complex variable theory and then express- 
ing the solution(s) of the transcendental equation in terms of 
a canonical solution of that problem. For the Riemann problem 
a function f~,, (z) that is analytic in the complex plane except for 
the branch cut [ - 1 ,  1] is separated into a product of functions, 

fire(z) = Am(z)Am(-Z),  (1) 

(i.e., the so-called Wiener-Hopf  factorization), where Am(z) 
is analytic in the complex plane except for the branch cut [0, 
1 ]. The Riemann problem is defined by the boundary condition 

t~)~(X) -~ Om(X)(~)m(X), X E (0, 1), (2) 
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where the superscripts + and - denote the approach of z to the 
real axis x E (0, 1 ) from above and below, and 

Ore(x) = ~(x____) = exp[2i arg ~ ( x ) ] .  (3) 
~7. (x) 

Here and elsewhere, arg ~2m+(X) = tan -1 Jim ~+(x)/Regt+(x)]. 
The objective is to find a function ~m(Z) that is analytic in the 
plane cut from 0 to 1 along the real axis and nonvanishing in 
the finite plane so that Ore(x) will be continuous and nonvan- 
ishing for x E (0, 1 ). Then the canonical solution for ~m(Z) 
can be written as (Burniston and Siewert, 1973) 

~m(Z) = (1 -- Z)-~" exp arg a2~(x) , (4) 
X - - Z  

with arg ~2~(0) = 0. The index Km is such that 2~rKm is the 
change in the argument of Ore(x) as x varies from 0 to 1. 

Our objective here is to bring together in one place some 
existing dosed-form solutions of transcendental equations, 
available in mathematics literature, and show they are applicable 
to heat transfer. In the process we illustrate that the transcenden- 
tal equation for the convectively cooled thin fin problem is a 
special case of a transcendental equation arising in a radiative 
heat transfer problem. A secondary objective is to check the 
closed-form solutions numerically. 

We illustrate in Sec. 2 the general procedure for solving 
such problems with the solution of the transcendental equation 
arising in the convective heat loss from a thin fin. In Sec. 3 we 
provide the closed-form solutions for two one-dimensional heat 
conduction problems in rectangular geometry. Then in Sec. 4 
the solutions of the Wien displacement law and the asymptotic 
eigenvalue of the radiative transfer equation are given. Section 
5 contains a few comments about the numerical evaluation of 
the closed-form equations. 

2 Convectively Cooled Thin Fin Problem 
The fin we consider is thin enough that there is only one 

dimension in which the temperature T(x) varies along 0 ~ x 
.~ L due to a convective heat loss along the perimeter ~/~. The 
temperature at the base of the fin is a given value T(x) = To 
and the environment is at an external temperature T~. The fin 
cross-sectional area is A, its thermal conductivity is k, and the 
constant convective heat transfer coefficient is he. The govern- 
ing partial differential equation is 

dZO(x) ~20(x) = 0, (5) 
d2x 

where O(x) = [T(x) - Te]/[To - Te] and where/32 = hc'P/kA. 
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We shall assume the fin has an insulated tip so that dT(x) /  
dxt~=L = 0. The equation for the fin efficiency r/, 0 -< 77 -< 1, 
is given in introductory heat transfer textbooks as (Holman, 
1990; Incropera and DeWitt, 1996; Mills, 1993) 

0 1 
= = - tanh (X),  (6) h:L(To- Te) X 

for X = /3L, and where the overall heat transfer from the fin is 
Q. This is a transcendental equation if we seek L for a specified 
r/. The equation can be rearranged so that we seek the zeros of 
the function 

A(z)  = 1 - ~z tanh -l  ( I / z ) ,  

= 1 - ~7__.~ f d# (7) 
2 d-~z /z 

where z = 1/~TX. 
Because the roots of Eq. (7) are the two eigenvalues ±u0 of  

the radiative transfer equation for isotropic scattering (Case 
and Zweifel, 1967), the function A(z) has been extensively 
investigated and the eigenvalues were tabulated many years ago 
(Case et al., 1953). We can obtain closed-form solutions for X 
= (rW0)-~ after taking over from Siewert (1980) the previously 
developed solutions for uo, which will now be briefly summa- 
rized. 

A(z) is analytic in the complex plane cut from - 1  to 1 along 
the real axis, and satisfies the equations A(0)  = 1, A(co) = 1 
- ~, and, for Izl > 1, A(z) = A(~)  - 7](Z-2/3 + Z-4/5 "q- 
. . . ) .  The boundary values as the function approaches the cut 
from above/below are given by 

A-+(u) = lim A(u ± ic) 

= k ( u )  ± 7ri~?u/2, u E ( - 1 ,  1), (8) 

where 

X ( u ) =  1 - r w t a n h - ' u ,  u E ( - 1 ,  1). (9) 

Since A(z) vanishes at -+uo, the function A0(z) = [A(w)] i/2 
× (Po(z)(uo - Z) is chosen to satisfy Eq. ( 1 ). Then the function 
eP0(z) is continuous and nonvanishing for x ~ (0, 1 ) and satis- 
fies Eq. (2) with index Kl = 1 since 27r is the change in the 
argument of Oo(X) as x varies from 0 to 1. Thus from Eqs. (4) 
and (8) ,  

lifo' d. ] ~ o ( Z ) = ( 1 - Z )  - l e x p  ~ t a n - l \ - ~ - / u - z - -  . (10) 

Because 

f~(z) = A(c~)~o(Z)'I~o(-z)(uo 2 - z2), (11) 

it follows that the desired root we seek satisfies the equation 

uo 2 = z z + A ( z ) [ A ( w ) ~ o ( Z ) ~ o ( - Z ) ]  -~. (12)  

From this equation Siewert (1980) obtained two particularly 
concise equations for u02 by setting z = 0 and by letting z ~ o% 
respectively: 

u = 1 e x p 2  _ _  tan-t  , (13a)  
A(~) ~ \-~-: 

L 
1 

Uo 2 = I + 3A(~) ~ \-~-/udu. (13b) 

From either of these equations the value of uo can be computed, 
which can be used to determine X = /3 L = (~TUo) -1 . 

3 H e a t  C o n d u c t i o n  P r o b l e m s  

We turn now to the consideration of transcendental equations 
that arise in the solutions of one-dimensional heat conduction 
problems using the separation of variables technique. We con- 
sider the solutions of the problems (Ozl~lk, 1989, 1993) 

d2T(x) 
dx-----~--- + /32T(x) = 0, 0 < x < L, (14) 

dT(x)  
-eel + HiT(x)  = 0, for x = 0, (15) 

dx 

dT(x)  
a 2 - - + H 2 T ( x )  = 0 ,  for x = L ,  (16) 

dx 

where aj = 0 or 1 and Hj = 0, 1, or hcj/k, where h,: is the 
convective heat transfer coefficient at surface j = 1 or 2 and kj 
is the corresponding thermal conductivity. We seek the eigen- 
values/3,,, that are the roots of different transcendental equations 
depending on the values of the coefficients aj and Hi. 

One Insulated Surfaee.  We consider the case where al  = 
a2 = 1 and either H~ = H or H2 = H. Then the equation for 
the eigenvalues ±/3m is (0Zl~lk, 1989, 1993) 

/3,,L tan/3,,L = w, (17) 

which is a transcendental equation when ~v = HL > 0 is known. 
Numerical values are given in Table 4.20 of  Abramowitz and 
Stegun (1964) and in Appendix II of Ozl~lk (1993).  This equa- 
tion was solved by Burniston and Siewert (1973) where it was 
transformed with the substitution/3mL = iwz to one where the 
roots are to be determined for the equation 

1 I z -  1 ( ~ _+2mTri] 0 

where the symbol " I n "  denotes the principal branch of the 
natural logarithm function in the plane cut from - 1  to 1 along 
the real axis. For 

1 z - 1  z ] (19a) 

ZAm(Z) = A0(z) - imTrz/cv, (19b) 

the results for the positive roots are (Burniston and Siewert, 
1973) 

¢~oL= (Y-f-)l/2exp{-~ fo' [argA~(u) 

and 

. . . .  f L , , ( u )  , /3,,,L ~ (4m 2 exp 7r arg + 

where 

m = 1, 2 . . . . .  (20b) 

1 In 1 - u ] - 7riu/2w, (21a)  

v2~+(t. ') = [Af t (u) ]  2 + m27r2u2/w2. (21b) 
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Fixed Surface Temperature. We next consider the case 
where one surface is at temperature TB and shift the temperature 
variable so that the surface temperature is 0. Then from Eqs. 
( 1 5 ) - ( 1 7 )  we set as = 1, Hi = H, o~2 = 0 o r / /2  = 1 (or, 
alternatively, as = 0, Hi = 1,.a2 = 1 or/-/2 = H) .  The equation 
for the eigenvalues +-/3,, is (Ozl~lk, 1989, 1993) 

tiroL cot ]~m L = -HL.  (22) 

Numerical values are given in Table 4.19 of Abramowitz and 
Stegun (1964) and in Appendix 11 of OZl~lk (1993). Burniston 
and Siewert (1973) showed that the roots of Eq. (22) are 

t~mL = mTr exp arg [ 2 ; ( u )  , m = 1, 2 . . . . .  

(23) 

where, for known values of w = - 1 / H L  < 0, 

f~+(u) = [A~'(u)]  2 + m271" 202 2/. ,'2, (24a) 

and 

wu In 1 - u + 'zriwu/2. (24b) 

4 Radiative Transfer  Problems 

The Wien Displacement Law. The equation for the black- 
body emissive power Eb× as a function of wavelength k and 
absolute temperature T is 

C1k-5 
Eb× = exp(Cz/kT) - 1 ' (25) 

where C~ = 3.742 X 108 W #m4/m z and C2 = 1.4389 x 104 
# m  K. From dEbddk = 0 it follows that the wavelength k,, 
for the maximum power is the solution of the transcendental 
equation 

(5 - x) exp(x) = 5, (26) 

where x = C2/h,,T. The solution has been given as (Siewert, 
1981) 

{ fo°[ ( ) 1  1 tan-S 7r 
x 4 e x p  7r I n 5 -  5 ]-- t -  l n t  

× - -  (27) 
t + 5  ' 

which gives a value of x = 4.96511 . . . .  

The Eigenvalues of the Radiative Transfer Equation. 
Siewert (1980) developed closed-form solutions for computing 
the largest three eigenvalues vj, j = 0, 1, and 2, for the radiative 
transfer equation 

0 
/z ~ l(o-, #) + 1(% #) 

L f = ~ Y~ (2l + 1)fiPt(/z) Pt(#')l('r, # ' )d# ' ,  (28) 
2 l 1=0 

that arise after the substitution 

L,(~-, #) = ~b(u,/z) e x p ( - - r / u ) .  (29) 

(The eigenvalues u~ and u2 can occur when the scattering is 

more than linearly anisotropic.) The eigenvalues can be com- 
puted as roots of the equation 

A(z) = 1 - ~7__.~ I g ( # , / z ) d #  (30) 
2 o-~ z - / . z  ' 

where 
L 

g(z, z) = ~ (2l + 1)figt(z)Pt(z) (31) 
l=O 

and g~(z) are the Chandrasekhar (1960) polynomials 

(l  + 1)gl+l(z) - zhlgl(z) + Igl-~(z) = 0 (32) 

with ht = (2l + 1)(1 - ~/fi) and go(z) = 1 and g-~(z) = O. 
Note Eq. (7) is a special case of Eq. (30) for the case of 
isotropic scattering with g(# ,  #) = 1. The generalizations of 
Eqs. (13) for the closed-form equations for u~, the square of 
the largest eigenvalue, are 

io u02: . . . e x p .  - 2 -  t an - '  (33a)  

v 2 = l -  -Tr2fo tan-  l (Trr?vgk~)v)/2)vdu 

L 

+ ~ ~., fiB, (33b) 
A( ) t=o 

and the generalizations of 
given by 

L 

A(oo) = iF[ (1 - ~fi),  
l=O 

k ( u )  = 1 + g(u ,  u)  In l ~ u  

the A(oo) and k ( u )  in Eq. (9) are 

(34a)  

L 

+ ~Tu Y. (2l + 1)fig~(u)Fl(u). (34b) 
lG1 

Siewert (1980) has given equations for computing the Bt and 
F l (u ) .  

5 Numerical  Tests 
All the explicit solutions were numerically verified by com- 

paring their values to those obtained by iterative solution of the 
corresponding implicit equations for a variety of values of the 
independent variables. Roots of the implicit equations were 
found to a precision of 10 -~5 using a combination of the New- 
ton-Raphson  and bisection methods. 

Integrals for the explicit solutions other than the radiative 
transfer eigenvalues were evaluated using Simpson's rule and 
were evaluated with sufficient precision to obtain roots that 
agreed to within 10-6 of the implicit solutions. For the thin fin 
problem, the integral was divided into two integrals of the 
ranges 0 -< u -< 0.95 and 0.95 <- u -< 1.0, and equally spaced 
points along the abscissa were concentrated in the second inte- 
gral. Agreement of the roots of the implicit solutions over the 
full range of the parameter ~ required between 103 and 7 × 
104 points, depending on the value of ~7. For the conduction 
problems, agreement in the solutions was verified over a large 
range of the parameter and for different eigenvalue indices m. 
Agreement in the roots for the fixed surface temperature prob- 
lem for m = 1 and - 5  -~ w -< 0 required 6.5 × 104 integration 
points. Agreement in the roots for the insulated surface problem 
for m = 1 and 0 -< ~v -< 10 required between 3.2 × 104 and 
1.3 × 105 points, depending on the value of ~o. Finally, verifica- 
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tion of the solution to the Wien equation required 1.6 × 10 4 
points. 

For the radiative transfer eigenvalue problem, integration in 
the explicit solution was performed using the Clenshaw-Curt is  
quadrature procedure of  MAPLE V (Char et al., 1992). Agree- 
ment in the eigenvalue was obtained to at least nine significant 
digits using both Eq. (33a) and Eq. (33b) for a fourth-order 
binomial model of the coefficients ft. It was observed it was 
much easier to obtain good numerical accuracy with Eq. (33b) 
than with Eq. (33a).  

6 Summary 
We have shown there is a rich literature of  closed-form solu- 

tions of transcendental equations that can be taken over to five 
classical conduction, convection, and radiation heat transfer 
problems. All solutions evolve from the same canonical form 
given by Eq. (4) but are so complicated they reveal little physi- 
cal insight. While it can hardly be recommended that these 
complicated integrals are easier to implement than a straightfor- 
ward iteration routine, the solutions of  the associated transcen- 
dental equations contribute an interesting perspective to the 
folklore surrounding the solution of such problems. 
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z = axial distance, m 
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7r = dimensionless natural number = 3 .14159. . .  
~- = shear stress, N / m  2 

Superscripts 
* = dimensionless quantity 

Subscripts 
avg = average value 

m = melting value 
o = high shear rate value 
r = in r direction, on r face 
s = value for the solid 

w = wall value 
z = in z direction 

Introduction 
The solidification of flowing liquids occurs in the molding 

of  plastics, casting of metals, energy storage, and so forth. In 
such applications the wall of the duct through which flow occurs 
is maintained below the freezing temperature of the liquid, re- 
sulting in the formation of a layer of frozen material on the duct 
wall, as surveyed by Fukusako and Yamada (1994).  Except for 
Yang et al. (1992),  who treated unsteady solidification of a 
power-law liquid in the inlet region, the effects of  viscous dissi- 
pation have been neglected in most analyses. Viscous dissipa- 
tion at specified volumetric flow rate enables the thickness of 
the frozen layer always to be less than the duct radius as energy 
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tion of the solution to the Wien equation required 1.6 × 10 4 
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much easier to obtain good numerical accuracy with Eq. (33b) 
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tions of transcendental equations that can be taken over to five 
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u = velocity in z direction, m/s 
z = axial distance, m 
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z = in z direction 

Introduction 
The solidification of flowing liquids occurs in the molding 

of  plastics, casting of metals, energy storage, and so forth. In 
such applications the wall of the duct through which flow occurs 
is maintained below the freezing temperature of the liquid, re- 
sulting in the formation of a layer of frozen material on the duct 
wall, as surveyed by Fukusako and Yamada (1994).  Except for 
Yang et al. (1992),  who treated unsteady solidification of a 
power-law liquid in the inlet region, the effects of  viscous dissi- 
pation have been neglected in most analyses. Viscous dissipa- 
tion at specified volumetric flow rate enables the thickness of 
the frozen layer always to be less than the duct radius as energy 
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Fig. 1 Laminar flow in a tube with a layer frozen onto the wall of sub- 
freezing temperature 

continuously converted from mechanical into thermal form in 
the flowing liquid is conducted across the frozen layer to the 
chilled wall. 

The main features of the dependence of the pressure gradient 
and thickness of the frozen layer on the tube wall upon viscous 
dissipation were laid out by Ahmadian and Burmeister (1990a, 
b) for Newtonian and power-law liquids in laminar flow through 
ducts of subfreezing wall temperatures. The solutions for the 
power-law case suffer in accuracy because the power-law for- 
mulation results in the shear stress becoming small near the 
centerline from a higher value than is the case for a real liquid. 
The solutions for the Newtonian case neglect the shear thinning 
or thickening that can occur in the high shear rate region near 
the wall. 

Representation of the gradual change in the shear stress- 
versus-shear rate relationship from a linear one at low shear 
rate to a power-law one at a high shear rate is provided by 
Dunleavy and Middleman (1966), as previously used by Brew- 
ster and Irvine (1987) for laminar flow without consideration 
of either freezing or viscous dissipation. In the following, this 
relationship is used to provide results that bridge the region 
between the two extremes of a Newtonian and a power-law 
liquid. 

Analysis 
The equation of motion for a specified volumetric flow rate 

Q of a constant property liquid in fully developed laminar flow 
through a circular duct of radius R and unfrozen radius 6 illus- 
trated in Fig. 1 is 

dP 1 d(rTrz) 
- - - +  0 (1) 

dz r dr 

The gradient of pressure P is constant for fully developed flow. 
The shear stress T,.z is related to the shear rate du/dr and the 
axial velocity u(r)  by 

#( du/ dr ) 
rrz = (2) 

1 + (#l#o)[dutdr[ 1-" 

as discussed by Brewster and Irvine (1987). Here, # is the 
viscosity for a Newtonian liquid, #o is the viscosity coefficient 
for a power-law liquid, and n is the power-law exponent. Inspec- 
tion of Eq. (2) reveals a linear Newtonian relationship at low 
shear rate and a power-law relationship at high shear rate. New- 
tonian behavior with an effective viscosity of #/( 1 + #/#o) is 
always obtained for n = 1; when # "~ #o, it is obtained for all 
but extremely large flow rates. 

It is assumed that there is no slip at the liquid-solid interface 
so that 

u ( 6 )  = 0 (3 )  

that the velocity near the centerline is finite or, restated, of zero 
gradient so that 

u ( r ~ 0) finite (4a) 

o r  

du(r  = O)/dr = 0 (4b) 

The volumetric flow rate Q is specified so that 

I0 Q = u21rrdr (5) 

Use of Eq. (2) in Eq. (1) gives, after integration and account 
of the boundary condition of Eq. (4b), 

du_ r d P +  r d P ( _  dub 1-" 
dr 2# dz 2~o dz \ dr ] (6) 

The temperature T distribution in the flowing liquid is obtained 
from the energy equation 

k d(rdT/dr)  + d(urT-rz) dP 
- -  r u - - =  0 

dr dr dz 

Use of Eq. (1), including its integrated form, in the energy 
equation puts it into the form 

d(rdT/dr)  r 2 KP  dbt 
k + . . . .  0 (7) 

dr 2 dz dr 

The boundary conditions imposed on the temperature distribu- 
tion are that the temperature at the centerline is either finite or, 
restated, of zero gradient as 

T(r  = 0) finite (Sa) 

or 

dT(r  = O)/dr = 0 (Sb) 

and the temperature at the liquid-solid interface is the melting 
temperature Tm so that 

T(r  = 6) = Tm (9) 

At the liquid-solid interface, the rate of heat flow by conduction 
from the liquid equals that by conduction through the frozen 
shell so that 

_ k  dT(r_ = 6) _ ks(Tm - Tw) (10) 
dr 6 in ( ~ )  

A dimensionless form of these equations convenient for nu- 
merical computations is obtained by letting r* = r/6, T* = (T  
- Tm)/(To - T,,) where T,, is the initially unknown centerline 
temperature, and u* = 7r62u/Q. Then Eqs. (3) and ( 5 ) - ( 1 0 )  
to be solved become 

u*(r* = 1) = 0 11) 

f0 ' 1 = 2 u ' r ' d r *  12) 

= 7r"6'+3~r * dP ( du*] '  " du* 7r64r * dP + _ _  _ 13) 
dr* 2#Q dz 21zoQ" dz dr* ] 

d ( r*dT* /dr*)  _ r*2Q dP du* 

dr * 2 ~ k ( T o -  ~,,) dz dr* 

T*(0) = 1 

14) 

(15a) 
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o r  

dT*(O) 
- - =  0 (15b) 

dr* 

T*(1) = 0 (16) 

ks T~ 
In (R*) = (17) 

k (dT*(1)/dr*) 

Equations ( 11 ) - ( 17 ) were numerically solved in an iterative 
manner. After the flow rate Q was specified, values of the 
unfrozen radius 6 and pressure gradient dP/dz were first as- 
sumed. Then du *~dr* was determined from Eq. (13) at numer- 
ous equally spaced r* values, after which u* was determined 
from the du / dr* versus r* values by application of the trapezoi- 
dal rule with account taken of the no-slip requirement of Eq. 
( 11 ). The average value of the dimensionless velocity u* was 
then compared to the unity value required by Eq. (12). If 
U*vg :x 1, a new value of dP/dz was assumed. This procedure 
was repeated until u*~g was sufficiently close to unity, at which 
point the velocity distribution was available for use in evaluating 
the temperature distribution. 

To determine the temperature distribution numerically, a 
value of the dimensionless centerline temperature 7",, was first 
assumed. Then a fourth-order Runge-Kutta method was em- 
ployed to solve Eq. (14) for the dimensionless temperature 
T* at numerous values of dimensionless radius r*, taking into 
account the condition of Eq. (15a).  The value of T*(1) ob- 
tained from this procedure was then compared with the zero 
value required by the no-temperature-jump condition of Eq. 
(16). The value of To was changed if T*(1) :~ 0, and the 
temperature distribution was recalculated. This procedure was 
repeated until T*(1 ) was sufficiently close to zero. From this 
temperature distribution, the dimensionless temperature gradi- 
ent dT*( 1 )/dr* at the l iquid-solid interface was evaluated by 
application of Simpson's rule. With the dimensionless tempera- 
ture gradient at the l iquid-solid interface available, the value 
of the unfrozen radius 6 was determined from Eq. (17) and 
compared with the value first assumed. If a significant discrep- 
ancy was found, the value of 6 was changed and the procedure 
was repeated from the beginning, continuing in such a manner 
until there was no meaningful change. Calculations were termi- 
nated after the third significant figure had been ascertained for 
all quantities. In the course of this procedure, the number of 
equally spaced radial solution points was increased until the 
results ceased to change, thereby establishing that a grid-inde- 
pendent solution had been achieved. 

To verify the accuracy of the results obtained as described 
above, an approximate solution was devised. In this, advantage 
was taken of an approximation adduced by Brewster and Irvine 
(1987) without solidification but for otherwise the same condi- 
tions. They found that the friction factor fcould  be represented 
with less than 0.1 percent error as 

l + k  
fReM = (18) 

1 k - - +  
/ ~  + 1 \ "  

in which 

~ = t,1' ( Uavg'~ 1-n _._QQ 
/Zo~ 2 6 )  , u ~ g -  7r62, 

ReM = pu,,~26 and #+ = /~ (19) 
#+ ' 1 + k  

The modified Reynolds number Reg reduces to the familiar 

S Sol ;d;f ied layer 

R r ~ _  Tm 6 0.o.I _,. _ I 
T o z 

~ . \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \  L 
Fig. 2 Energy balance on a control volume for flow through the unfrozen 
portion of a tube 

Reynolds number Re when the liquid is Newtonian. From these 
relationships the pressure gradient is given by 

dP f 2 
_ pUavg (20) 

dz 26 2 g~ 

The appropriate substitutions for the friction factor and Reyn- 
olds number from Eqs. (18) and (19) used in Eq. (20) put it 
into the form 

I Q dP 8 

22_2, ( 4n y'tz ( Q )  '-~ 
dz gc 1 + \ 3 n +  1 ) # o  

(21) 

Performing an energy balance on the control volume shown in 
Fig. 2 yields 

7r6 2 dP 
- -  = 27r6qw (22) 

2 u,v~ dz 

in which the conductive heat flux qw through the frozen shell 
on the tube wall is 

k~(T,, - Tw) 
qw (23) 

6 In (R/6) 

Combining Eqs. ( 2 1 ) -  (23) gives 

i Q2 4 

gc 1 + 2 2 - z , (  4n ~"/~ ( Q ' ~ ' - "  
\3n + 1/uo 

_ k , ( T , , ,  - Tw) (24) 
In (R/6) 

Equation (24) was iteratively solved for the value of R/6 and 
the result was used in Eq. (21) to obtain the pressure gradient 
dP/dz. 

Approximations for the conditions at the minimum of the 
pressure gradient-versus-flow rate curve were obtained by dif- 
ferentiation of Eqs. (21) and (24) followed by lengthy rear- 
rangement as described by Luelf (1995). It was found that the 
dimensionless minimum pressure gradient 

R 2 
- P ' *  = - P '  (25) 

[/zks(T,,- Tw)] ',2 

is related to the dimensionless flow rate 

Q . = Q [  # ]1,2 

R --S k,.(T,,,-- Tw) 
(26) 
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Fig. 3 Dimensionless pressure gradient versus dimensionless flow rate 
for shear thinning fluids 

6"  6mi n J-/ 1 = - -  ~ e x p - -  
R ~ 4 

In Eqs. ( 2 5 ) -  (29), 

as  

8 a ~ i n / 6  . 4  
- -Pmin ~ (27) 

7r 1 + ~ =  

The dimensionless volumetric flow rate at which the minimum 
dimensionless pressure gradient occurs is 

[ ( l+ l+ 3n)  ] 
7 ~ ( 1 + ~ )  "~ 

Qm*in ~ 71- 1 + n~= 

_1 1 + n(= f) (28) 
exp 2 1 + 1 + 3n 

The dimensionless unfrozen radius 5" at this minimum is 

1 + n~ ~ (29) 
1 +  l + 3 n  ) 

4n I.z [ # k , ( T m -  Tw)] ''-")/2" 
/3 = 3n +-------1 #o [ 4R2#o 2 J (30) 

which is a viscous dissipation index, and 
I "~(1-n)/(l+n) 

(= = 24 1 + n 3n ) /32,;(1+,) 

2 n ( 1 - n )  ] (31) 
X exp (1 + n ) ( 1  + 3n) 

Results and Discussion 
The dimensionless pressure drop versus dimensionless flow 

rate for a modified power-law liquid is shown in Fig. 3 for a 
shear-thinning liquid (n -< 1 ) and in Fig. 4 for a shear-thick- 
ening liquid with several values of the viscous dissipation index 
/3. The corresponding dimensionless unfrozen radius 6" is 
shown in Fig. 5 for/3 = 10; the Newtonian liquid (n = 1,/3 = 
0) has a greater 6", the superiority increasing as the departure 
of n from unity increases without regard for the direction of the 
departure. 

The parameter /3 represents a major part of the effect of 
non-Newtonian behavior of the liquid on viscous dissipation. 
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Fig. 4 Dimensionless pressure gradient versus dimensionless flow rate 
for shear thickening f luids 

Because no single dimensionless group was found that com- 
pletely characterized non-Newtonian effects, both /3 and the 
power-law parameter n are needed. The results in Figs. 3 -5  are 
more affected by the/3 than the n values. 

At high flow rates the pressure gradient increases with in- 
creasing flow rate and the unfrozen radius closely approaches 
the tube radius as a consequence of the viscous dissipation 
rate increasing more than linearly with increasing flow rate, an 
increasingly large heat flux then being provided to the l iquid-  
solid interface that can only be conducted across the already 
thin solidified shell. This pressure gradient versus flow rate 
behavior is qualitatively similar to that expected without freez- 
ing onto the wall. For both Newtonian and power-law liquids, 
at low flow rates the pressure gradient decreases with increasing 
flow rate as a consequence of the thickness of the solidified shell 
rapidly decreasing with increasing flow rate. A consequence of 
this behavior is that two different flow rates are possible if a 
pressure gradient exceeding the minimum is specified. Also, in 
a branched duct the flow might not be equally split at the branch 
even if the pressure gradients are equal in the branches. 

The numerical results for the dimensionless pressure gradient 
shown in the foregoing figures are closely approximated by 
Eqs. ( 2 1 ) - ( 2 4 ) .  The difference between the two is less than 
0.15 percent, and usually less than 0.03 percent. 

A Newtonian fluid has /3 = 0 for which Eq. (31) gives ~= 
= 0; following this, Eqs. ( 2 7 ) -  (29) give the results previously 
found by Ahmadian and Burmeister (1990a): 

Qm*in ~ 7r exp(- -1 /2) ,  6* ~ exp(- -1 /4) ,  and 

t ~  -Pmin ~ 8 exp(1/2)  (32) 
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Fig. 5 Dimensionless unfrozen tube radius versus dimensionless f low 
rate 
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A power-law fluid has/3 ~ oo for which Eqs. (27) - (29) give the 
results previously found by Ahmadian and Burmeister (1990b) 

n ) and 
6* ~ e x p  1 -~3n 

_ p , ,  ~ [ 16(1_4n/3+3n)e]"('+")j 

The dimensionless flow rate at which the minimum pres- 
sure gradient occurs is predicted, usually too high, by the 
approximate Eq. (28) with less than 7 percent, usually less 
than 2 percent, error; the error increases as the power-law 
exponent n increases. The dimensionless unfrozen radius at 
the minimum is predicted by the approximate Eq. (29) with 
less than 1 percent, usually less than 0.2 percent, error. The 
minimum dimensionless pressure gradient is predicted by Eq. 
(27) with less than 8 percent error; for n -< 0.75 the error is 
less than 0.7 percent with the prediction being low, while for 
n --- 1.50 the prediction is high with the error increasing with 
increasing n. 

The effect of Newtonian viscosity # is incorporated not only 
in the viscous dissipation index/3 but also in the dimensionless 
flow rate and pressure gradient defined in Eqs. (25) and (26). 
The effect of variation in viscosity for a Newtonian liquid, for 
example, on the minimum flow rate and pressure gradient can 

be ascertained by introducing the corresponding dimensionless 
values from Eq. (32) into Eqs. (25) and (26) to get 

Qmi., = 7rexp(-1/2)R2[k"(T" 7 Tw)] '/2 and 

[#k.~(T,, - Tw)] l/Z 
- P ' i o  = 8 exp(1/2) R2 

Further detail, including treatment of the parallel plate geom- 
etry, is available (Luelf, 1994, 1995). 
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Nomenclature 
D = hydraulic diameter of channel 

Gr = Grashof number based on centrifugal 
acceleration = p2f~Zz/3ATD3/#2 

J = Taylor number J = p~D2/2# 
Nur/Nuo = Nusselt number ratio of rotating channel and 

stationary smooth channel conditions 
z = distance measured from the center of rotation 

along the axis of the channel 
Re = Reynolds number = pwoD/iz 

AT = wall to coolant temperature difference 
u, v = cross-stream velocities 

w, w0 = axial velocity, mean axial velocity 
/3, # = volume expansion coefficient, laminar viscosity 
f~, p = rotational speed, coolant (air) density 

Introduction 
Several experimental and numerical papers have been pub- 

lished recently about the flow and thermal analysis of turbine 
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rotor blade cooling. This work characterizes the mechanism of 
flow separation in a rotating internal coolant passage and extend 
it in a more general sense. Emphasis is placed on the process 
of flow separation due to adverse buoyancy forces. In a rotating 
channel, the main body force is generated by the centrifugal 
acceleration and not by the gravitational acceleration. The cen- 
trifugal acceleration in a turbine rotor blade coolant channel 
can exceed 1000g. In the experiments of Wagner et al. ( 1991 ) 
mixed convection (forced and natural convection) was noted 
for a high channel Reynolds number of 50,000. The serpentine 
internal coolant passages of turbine rotor blades comprise out- 
ward and inward flow directions. The centrifugal force acts 
radially outward, irrespective of the flow direction, so buoyancy 
from the centrifugal acceleration has opposite influences on the 
flow field for the two different flow situations. 

Mathematical Considerations 
Radial Outward Flow. The coordinate system is selected 

with the z direction as the axis of the rotating channel, and with 
the rotation vector aligned with the y axis. The present paper 
considers axial flow separation in adverse rotational buoyancy, 
so the axial (z direction) momentum equation for a rotating 
laminar flow can be given by: 

Ow Ow Ow O( P - P~2 2z2) 

pu -~x + pv -~y + pw Oz Oz 

o(ow) 
+ 2p~u - pf~2z/3AT + Ox tz -~x 

#Vz (1) 
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A power-law fluid has/3 ~ oo for which Eqs. (27) - (29) give the 
results previously found by Ahmadian and Burmeister (1990b) 

n ) and 
6* ~ e x p  1 -~3n 

_ p , ,  ~ [ 16(1_4n/3+3n)e]"('+")j 

The dimensionless flow rate at which the minimum pres- 
sure gradient occurs is predicted, usually too high, by the 
approximate Eq. (28) with less than 7 percent, usually less 
than 2 percent, error; the error increases as the power-law 
exponent n increases. The dimensionless unfrozen radius at 
the minimum is predicted by the approximate Eq. (29) with 
less than 1 percent, usually less than 0.2 percent, error. The 
minimum dimensionless pressure gradient is predicted by Eq. 
(27) with less than 8 percent error; for n -< 0.75 the error is 
less than 0.7 percent with the prediction being low, while for 
n --- 1.50 the prediction is high with the error increasing with 
increasing n. 

The effect of Newtonian viscosity # is incorporated not only 
in the viscous dissipation index/3 but also in the dimensionless 
flow rate and pressure gradient defined in Eqs. (25) and (26). 
The effect of variation in viscosity for a Newtonian liquid, for 
example, on the minimum flow rate and pressure gradient can 

be ascertained by introducing the corresponding dimensionless 
values from Eq. (32) into Eqs. (25) and (26) to get 

Qmi., = 7rexp(-1/2)R2[k"(T" 7 Tw)] '/2 and 

[#k.~(T,, - Tw)] l/Z 
- P ' i o  = 8 exp(1/2) R2 

Further detail, including treatment of the parallel plate geom- 
etry, is available (Luelf, 1994, 1995). 
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rotor blade cooling. This work characterizes the mechanism of 
flow separation in a rotating internal coolant passage and extend 
it in a more general sense. Emphasis is placed on the process 
of flow separation due to adverse buoyancy forces. In a rotating 
channel, the main body force is generated by the centrifugal 
acceleration and not by the gravitational acceleration. The cen- 
trifugal acceleration in a turbine rotor blade coolant channel 
can exceed 1000g. In the experiments of Wagner et al. ( 1991 ) 
mixed convection (forced and natural convection) was noted 
for a high channel Reynolds number of 50,000. The serpentine 
internal coolant passages of turbine rotor blades comprise out- 
ward and inward flow directions. The centrifugal force acts 
radially outward, irrespective of the flow direction, so buoyancy 
from the centrifugal acceleration has opposite influences on the 
flow field for the two different flow situations. 

Mathematical Considerations 
Radial Outward Flow. The coordinate system is selected 

with the z direction as the axis of the rotating channel, and with 
the rotation vector aligned with the y axis. The present paper 
considers axial flow separation in adverse rotational buoyancy, 
so the axial (z direction) momentum equation for a rotating 
laminar flow can be given by: 

Ow Ow Ow O( P - P~2 2z2) 
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The flow in the channel is assumed to be near fully developed, 
so cross-stream convective terms are neglected because u and 
v are small. Moreover, near the point of flow separation w is 
also small and so we neglect the term w(Ow/Oz) ,  and it is this 
step that takes us away from the usual Gr/Re 2 parameter. The 
resulting w-momentum equation is: 

oP' + pa2z, r= a ( O w l  (2) 
o--Z ~ \  Ox] 

where P '  includes the hydrostatic and centrifugal pressure 
fields. 

At the point of separation, the viscous effects diminish and 
buoyancy force balances the pressure gradient. A Pohlhausen 
parameter (A) ,  for model flow separation in an adverse pressure 
driven Poiseuille flow is given (White, 1991 ) as: 

A = (3) 
Wo# 

Similarly, for an adverse buoyancy flow, the driving pressure 
gradient is developed by adverse buoyancy at the point of flow 
separation, and a buoyancy Pohlhausen parameter (Ab) results: 

D 2 Gr 
Ab = (p~2Zr~AT)  = - -  (4) 

w0# Re 

Just as in the model Poiseuille flow separation problem (White, 
1991 ), Ab should be of the order of 1 for laminar flow separation 
to occur. However, in turbulent flow the laminar boundary layer 
thickness is much less than the channel hydraulic diameter, D, 
and so we can expect Ab >> 1 to characterize flow separation. 

An alternative approach to derive this buoyancy Pohlhausen 
parameter is to balance viscous and buoyancy terms as: 

Rotational Buoyancy _ p ~22z~AT ~ p f~ 2z~A TD 2 ~ Gr 
(5) 

Viscous Effect #02w/Ox z #Wo Re 

which again gives the Grashof number to Reynolds number 
ratio. 

Radial  Inward  Flow. Flow separation in a radial inward 
flow occurs in the core flow due to the buoyancy effect. The 
present analysis is developed from the analytical velocity profile 
derived by Siegel (1985) in a rotating pipe and is limited to a 
low Reynolds number (Re < 50) laminar flow regime. Since 
flow separation for this situation occurs at the core flow, for 
convenience, the analysis focuses at the centerline of a circular 
rotating pipe. The velocity profile at the center of a pipe is 
given as (Siegel, 1985): w = wo + JWl + JZw2, where J is the 
Taylor number and is constant for a given flow and rotation 
situation; Wo, wt, and w2 are functions in a series expansion of 
the axial velocity, details are given in Siegel (1985). At the 
center of the pipe, w, = 0, and at the point of flow separation 
axial velocity, w = 0. Thus by expanding the terms of Siegel 
(1985) gives: 

' ,,9r,Oq   
0 = - ~ +  j2 4 8 18432 Re J (6) 

where qw is the nondimensional wall heat flux, qw = fiAT, and 
J2qw ( r / D ) / R e  is: 

J2qwz/D ~2D4p2 p A T z / D  Gr 
(7) 

Re 4# 2 Re Re 

Substituting Eq. (7) into Eq. (6) reveals that for a fixed Taylor 
number the Gr/Re parameter again characterizes flow separa- 
tion in the core of the radially inward flow. 

A p p l i c a t i o n  o f  G r / R e  

Figure 1 shows a compilation of local leading side heat trans- 
fer coefficient results from three different sources (Wagner et 
al., 1991; Han et al., 1994; Yang et al., 1992). Data from Figs. 
8, 9, 10, and 11 of Wagner et al. (1991), Figs. 7, 8, 9, and 10 
of Han et al. (1994), and Figs. 5 and 6 of Yang et al. (1992) 
are included here. These experimental data include effects of 
rotation number, density ratio, Reynolds number, mean rotating 
radius, and different operating pressures. Experimental data 
points are carefully selected from the leading side of the radial 
outward flow channel to minimize the inlet and outlet effects. 
Rotating channels used in those experiments were short, and 
therefore, data may not be entirely free from the inlet and outlet 
effects. The low Reynolds number (Re = 12,500) and low 
rotation number (Ro = 0.12) data of Wagner et al. (1991) are 
not included because of higher uncertainty and less effect of 
rotation (rotation speed is low) on these two sets of data. 
Wagner et al. (1991) and Han et al. (1994) tried to correlate 
the leading side heat transfer coefficient by rotation number 
(Ro = f~D/w) and buoyancy parameter (Gr/Re 2) hut showed 
a large scatter in the data. 

Figure 1 shows that the Nusselt number ratio in rotation 
initially decreases with an increase in the adverse buoyancy 
(Gr/Re) .  From computational work of Dutta et al. (1996) a 
minimum in the Nusselt number corresponds to flow stagnation 
near separation that causes reduced convection and hence a low 
Nusselt number. This flow stagnation (separation) occurs in the 
vicinity of Gr/Re = 2500. Figure 1 shows that best operation 
is obtained for Gr/Re < 1000 and for Gr/Re > 10,000, and 
should be avoided around 2500. For higher values of Gr/Re the 
separation occurs earlier along the channel providing enhanced 
mixing downstream and hence a higher local heat transfer coef- 
ficient. The two lines in Fig. 1 correspond to the best fit linear 
regression curves to the experimental data. The Nusselt number 
ratio for Gr/Re < 2500 can be correlated as Nur/Nuo = -0 .28 
log (Gr/Re)  + 1.35. The regression correlation coefficient for 
this linear curve fit is r = 0.94. The Nusselt number ratio for 
Gr/Re > 2500 is correlated as NuflNuo = 0.48 log (Gr/Re)  
- 1.49 and the least-square regression correlation coefficient is 
r =  0.9. 

Figure 2 shows changes in the leading side Nusselt number 
ratio with Gr/Re ratio for a ribbed channel, with the experimen- 
tal data from Wagner et al. (1994) and Parson et al. (1994). 
Their experimental conditions in the ribbed channel were simi- 

Wagner et a1.(1991)[ o 
1.0 [] \ El Yang et a1.(1992) ] 
0.9 ~ :  zx Han et a1.(1994) ] 

0.s ~ Nu, muo = O/ 

Z~ 0.7 =" 
Z 

0.6 
Nu,/NUo= " A kA / 

0.40'5 -0.28Log(Gr/Re)+l.35 A ~ O / 0  

0 .3  , , ' , , , ' l  . . . . . . .  I . . . . . . .  i . . . . . . .  i . . . . . .  

le+0 le+l le+2 le+3 le+4 le+5 

Gr / Re 

Fig. 1 Variation of leading side Nusselt number ratio with different ad- 
verse buoyancy levels in rotating smooth walled channels 
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Fig. 2 Variation of leading side Nusselt number ratio with different ad- 
verse buoyancy levels in rotating ribbed channels 

lar to those with the smooth-walled channels. The Nusselt num- 
ber ratios are again regionally averaged taken from the pub- 
lished experimental data. Addition of turbulators to enhance 
heat transfer delays separation (other than the separation past 
the rib turbulators) by lowering the Reynolds number effect on 
the buoyancy Pohlhausen parameter due to a thinner boundary 
layer region. Figure 2 shows that the trend in the Nusselt number 
ratio is similar to that of the smooth leading surface (see Fig. 
1 ) prior to flow separation. The correlated relationship of the 
Nusselt number ratio with the Gr/Re ratio can be given as 
NUr/NUo = -0.3155 log (Gr/Re)  + 2.713 with a regression 
correlation coefficient, r = 0.93. Turbulence promoters effec- 
tively increase the momentum in the boundary layer to levels 
that normally correspond to a higher Re in a smooth channel. 
This lowers the effective Gr/Re ratio and delays the flow sepa- 
ration and gives a higher performance. Moreover, in ribbed 
channels the enhanced turbulent mixing reduces the temperature 
gradient in the fluid and thus the buoyancy effects are further 
reduced. 
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The Thermal Entrance Length 
Problem for Slug Flow in 
Rectangular Ducts 

M .  S p i g a  1 a n d  G .  L .  M o r i n i  I 

In troduc t ion  

Rectangular ducts have increasing importance in compact 
heat exchangers, while slug flow in the entrance region occurs 
in many applications of low-Prandtl-number fluids. The thermal 
behavior in the thermal entrance region of rectangular ducts 
has stimulated the interest of many authors, as proved in the 
exhaustive review of Shah and Bhatti (1987). According to the 
classification proposed by Hartnett and Kostic (1989), this pa- 
per considers the H2 condition (i.e., constant wall heat flux and 
constant fluid axial heat flux) with different situations for every 
side of the rectangle. The developing Nusselt numbers for slug 
flow in H2 boundary conditions are quoted in literature only 
for parallel plates and square duct geometry (Chandrupatla, 
1977). The aim of this work is the determination of the Nusselt 
number in the thermal entry of rectangular ducts, with arbitrary 
aspect ratio for all the eight H2 versions involving different 
combinations of heated and adiabatic walls, symbolically speci- 
fied as follows: 4 (four heated sides), 3L (three heated sides 
and one adiabatic short side), 3S (three heated sides and one 
adiabatic long side), 2L (two heated long sides and two adia- 
batic short sides), 2S (two heated short sides and two adiabatic 
long sides), 2C (one long and one short heated sides), IL (one 
heated long side), 1S (one heated short side). 

A n a l y s i s  a n d  S o l u t i o n  

Consider a steady slug flow in the thermal entry length of 
a rectangular duct (a and b are the long and the short side, 
respectively), with uniform axial heat flux. A Cartesian system 
of coordinates ~, r/, ~ is assumed, having its origin in the left 
bottom corner of the inlet rectangular cross section, with ~ along 
the long side a,  ~ perpendicular to the cross section. The inlet 
fluid conditions are uniform velocity V and temperature 0o. 
Assuming constant physical properties, neglecting axial conduc- 
tion, natural convection, and power sources, the nondimensional 
energy balance equation reads: 

02T 02T (1 + /3) 20T 
- - +  - -  - (1)  
Ox 2 Oy 2 4/3 2 Oz 

with the boundary conditions T(x, y, z = O) = O, and: 

0._=_T = d l  (1 + /3) 0T (1 + 13) 
2 - - - - - -~  ; ~ x  ~=1 =d2  2- - - -~- -  ; Ox x=O 

O T = d3(l+/3_...._.~), 0.T I = d4 ( 1 +  fl----~) (2 )  
~Y y=o 2/3 ' Oy ly=/~ 2/3 

where/3 is the aspect ratio (fl = b/a -< 1 ) and the dimensionless 
temperature T and coordinates are: 
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Fig. 2 Variation of leading side Nusselt number ratio with different ad- 
verse buoyancy levels in rotating ribbed channels 

lar to those with the smooth-walled channels. The Nusselt num- 
ber ratios are again regionally averaged taken from the pub- 
lished experimental data. Addition of turbulators to enhance 
heat transfer delays separation (other than the separation past 
the rib turbulators) by lowering the Reynolds number effect on 
the buoyancy Pohlhausen parameter due to a thinner boundary 
layer region. Figure 2 shows that the trend in the Nusselt number 
ratio is similar to that of the smooth leading surface (see Fig. 
1 ) prior to flow separation. The correlated relationship of the 
Nusselt number ratio with the Gr/Re ratio can be given as 
NUr/NUo = -0.3155 log (Gr/Re)  + 2.713 with a regression 
correlation coefficient, r = 0.93. Turbulence promoters effec- 
tively increase the momentum in the boundary layer to levels 
that normally correspond to a higher Re in a smooth channel. 
This lowers the effective Gr/Re ratio and delays the flow sepa- 
ration and gives a higher performance. Moreover, in ribbed 
channels the enhanced turbulent mixing reduces the temperature 
gradient in the fluid and thus the buoyancy effects are further 
reduced. 
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The Thermal Entrance Length 
Problem for Slug Flow in 
Rectangular Ducts 

M .  S p i g a  1 a n d  G .  L .  M o r i n i  I 

In troduc t ion  

Rectangular ducts have increasing importance in compact 
heat exchangers, while slug flow in the entrance region occurs 
in many applications of low-Prandtl-number fluids. The thermal 
behavior in the thermal entrance region of rectangular ducts 
has stimulated the interest of many authors, as proved in the 
exhaustive review of Shah and Bhatti (1987). According to the 
classification proposed by Hartnett and Kostic (1989), this pa- 
per considers the H2 condition (i.e., constant wall heat flux and 
constant fluid axial heat flux) with different situations for every 
side of the rectangle. The developing Nusselt numbers for slug 
flow in H2 boundary conditions are quoted in literature only 
for parallel plates and square duct geometry (Chandrupatla, 
1977). The aim of this work is the determination of the Nusselt 
number in the thermal entry of rectangular ducts, with arbitrary 
aspect ratio for all the eight H2 versions involving different 
combinations of heated and adiabatic walls, symbolically speci- 
fied as follows: 4 (four heated sides), 3L (three heated sides 
and one adiabatic short side), 3S (three heated sides and one 
adiabatic long side), 2L (two heated long sides and two adia- 
batic short sides), 2S (two heated short sides and two adiabatic 
long sides), 2C (one long and one short heated sides), IL (one 
heated long side), 1S (one heated short side). 

A n a l y s i s  a n d  S o l u t i o n  

Consider a steady slug flow in the thermal entry length of 
a rectangular duct (a and b are the long and the short side, 
respectively), with uniform axial heat flux. A Cartesian system 
of coordinates ~, r/, ~ is assumed, having its origin in the left 
bottom corner of the inlet rectangular cross section, with ~ along 
the long side a,  ~ perpendicular to the cross section. The inlet 
fluid conditions are uniform velocity V and temperature 0o. 
Assuming constant physical properties, neglecting axial conduc- 
tion, natural convection, and power sources, the nondimensional 
energy balance equation reads: 

02T 02T (1 + /3) 20T 
- - +  - -  - (1)  
Ox 2 Oy 2 4/3 2 Oz 

with the boundary conditions T(x, y, z = O) = O, and: 

0._=_T = d l  (1 + /3) 0T (1 + 13) 
2 - - - - - -~  ; ~ x  ~=1 =d2  2- - - -~- -  ; Ox x=O 

O T = d3(l+/3_...._.~), 0.T I = d4 ( 1 +  fl----~) (2 )  
~Y y=o 2/3 ' Oy ly=/~ 2/3 

where/3 is the aspect ratio (fl = b/a -< 1 ) and the dimensionless 
temperature T and coordinates are: 
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x=~(O--<x- -< 1); Y - a  =-at/( 0 - < y ~ f l  = ~ )  ; 

1 K(O - 0o) 
z =- - - ->  O; T (3) 

Gz qD 

The dimensionless temperature T depends on the thermal con- 
ductivity K, the wall heat flux q (constant on the heated perime- 
ter), and the hydraulic diameter D. The dimensionless longitu- 
dinal coordinate z represents the inverse of the Graetz number 
(Gz = VD2/~o~), with ot the fluid thermal diffusivity. The 
coefficients d~, d2, d3, d4 depend on the combination of heated 
and adiabatic walls, they constitute a set of four numbers for 
every version; dl and d2 refer to the short sides of the rectangular 
wetted perimeter, d3 and d4 refer to the long sides; they are 0 
for adiabatic walls, +1 or - 1  for heated walls (the sign de- 
pending on the way of the temperature gradient). 

The solution to the partial differential equation is sought as 
a double series of orthogonal functions: 

T(x,y,z)= ~ ~ C~,.(z) cos(nTrx)cos(mqr~) (4) 
n=O m=O 

The local developing Nusselt number is then: 

1 
Nu (z) = (8) 

Tw(z) - Tbu,k(Z) 

while the dimensionless thermal entrance length L,h is defined 
in the literature by the equation Nu (z = L,h) = 1.05 Nun, 
being Nu~ the established Nusselt number in the fully developed 
region. Equation (4) can be used in order to obtain also the 
temperature distribution To(x, y) for the thermally developed 
flow, in the limit z ~ oo. As is well known, the H2 boundary 
conditions permits deduction of the two-dimensional tempera- 
ture profile apart from an arbitrary constant. The asymptotic 
values of the coefficients Ckj, Eqs. (5),  are easily computable. 
Resorting to the sum of cosinusoidal series, the fully developed 
temperature profile, apart from the constant Coo, reads: 

T ~ ( x ' Y ) =  1 + / 3 [ d 2 (  ~ )  (~  -~)  2---fl-- 2- x2 - - d, - x + 

+ d"A(-~-~)-d3(~-Y+~)]2 (9) 

By substituting Eq. (4) into Eq. (1),  multiplying each term by 
cos (kTrx) cos (jTry//3) and integrating over x and y on their 
respective domains, a simple equation can be obtained that 
allows one to determine the unknown coefficients Cki(z): 

C , j ( z ) = 0  if k * O , j - ~ O  

Cko(Z) = [d2 ( -1 )  k - dl] 1 +._.___ft. 
k21r~/3 

× 1 - e x p  ( ~ z )  J if k * O , j = O  

Coj(Z) = [d4 ( -1 )  j - d31 1 +__......~ 
j271-2 

4j27r 2 
X I I - e x p  ( (1 + / 3 ) 2 z ) 1  if k = 0 ,  j * 0  

2L 
Coo(Z) = - - z  if k = 0 , j  = 0 

1+/3 

(5) 

Developing Nusselt Numbers and the Thermally De- 
veloped Flow 

The local Nusselt number (Nu = hD/K) can be calculated 
starting from the fluid bulk temperature Tbu~k and average wall 
temperature Tw. Resorting to the temperature solution, Eq. (4),  
one obtains: 

f[fo' 2L Tbu,k(Z) = T(X, y, z)dxdy (1 + /3) z (6) 

where L is the dimensionless heated perimeter length. As usual 
the average wall temperature is defined as: 

Tw(z) = -d~ T(O, y, z)dy + d2 T(1, y, z)dy 

fo' f01 ) - d3 T(x, O, z)dx + d4 T(x,/3, z)dx (7) 

The average wall temperature in the fully developed region 
becomes: 

Tw,=- 1 +/3(d~ + d~ + d~ + d~ + d, d2 + d3d4) (10) 
6L 

while the bulk temperature is 0. These results, obtained as the 
limiting situation of the general solution (4),  coincide exactly 
with the expression proposed recently by Gao and Hartnett 
(1994) for slug flow in the thermally developed region, deduced 
with a quite different technique. 

Results and Conclusions 
Table 1 shows the thermal entry length and the fully estab- 

lished Nusselt number as functions of the aspect ratio, for all 
the H2 versions. The thermal entrance length is a decreasing 
function of [3 for the 1S, 2S, 2C, 3L, 3S, and 4 versions, and 
increases with/3 only for the 1L and 2L versions. The estab- 
lished Nusselt number Nu~ decreases with/3 for the 1L, 2L, 3L 
versions and increases for the 1S, 2S, 3S versions; it is constant 
(respectively 3 and 6) for the 2C and 4 versions. The numerical 
results offer the opportunity to put in evidence some interesting 
analogies for the developing Nusselt numbers for the 1L, 1S, 
2L, and 2S versions of H2 boundary conditions. It is suitable 
to introduce the axial dimensionless coordinate z,h = z/L,h; in 
fact the Nusselt ratio Nu (z,h)/Nu~ presents exactly the same 
values and does not depend on the aspect ratio, as shown in 
Table 2. The developing Nusselt number for the 1L, 2L, 1S, 
2S versions is given, with an agreement within 0.8 percent, by 
the approximate polynomial: 

Nu (Zth) = NU~ (3.1415 - 13.5012 Z,h + 40.9178Z~h 

- 64.717Z,3h + 50.9097Z~4h -- 15.6026Z~h) (11) 

A comparison between the numerical results obtained by Eq. 
(8) and the graphic data quoted in the literature can be per- 
formed only in the square duct with four heated walls (p. 293 
in Hartnett and Kostic, 1989), the agreement is quite satisfac- 
tory, as shown in Fig. 1, where the Nusselt number is reported 
as a function of the Graetz number. 

Moreover a rigorous correlation between the thermal entrance 
length and the aspect ratio can be simply obtained. Considering 
the 1L and 1S versions, the ratio between the developing and 
the fully established Nusselt number reads: 
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Table 1 Dimensionless thermal entrance length and established Nueselt number 

IL 

p L~ Nu,~ 

1 0.2581 3 

0.9 0.2329 60/19 

0.8 0.2090 10/3 

0.7 0.1864 60/17 

0.6 0.1652 15/4 

0.5 0,1452 4 

0.4 0.1265 30•7 

0.3 0.1090 60113 

0,2 0.0929 5 

0.1 0.0781 60lll 

I S  

N ~  

0.2581 3 

0.2875 54/19 

0.3266 8/3 

0.3805 42/17 

0.4588 914 

0.5806 2 

0.7903 12/7 

1,211 18/13 

2.323 I 

7,806 6/11 

2L 

Nu~o 

0.0645 6 

0.0582 120119 

0.0523 20/3 

0.0466 120/17 

0.0413 30/4 

0.0363 4 

0.0316 60/7 

0.0273 120113 

0,0232 IO 

0.0195 120/II 

2 S  

0,0645 6 

0.0719 108119 

0.0816 1613 

o.o9511 84117 

0 . 1 1 4 7  9/2 

0.1451 4 

0.1976 24/7 

0.3028 36/13 

0.5806 2 

1.9515 12/11 

2C 3L 

N ~  I.~ 

0.2723 3 0,2099 

0.2756 3 0.2340 

0.2876 3 0.2653 

0.3139 3 0.3095 

0,3642 3 0.3731 

0.4556 3 0,4723 

0.6192 3 0.6426 

0.9504 3 0.9853 

1 . 8 2 3 8  3 1 , 8 8 8 3  

6.1090 3 6.3311 

3S 4 

9/2 0,2099 9 / 2 0 , 0 7 1 9  

0.1897 i 87119 84119 , 0.0730 

i 
14/3 0.1727 39/9 ~ 0.0764 

81117 0.1600 72/170,0838 

39/8 0.1539 32/80.0977 

5 0.1575 4 0.1229 

36/7 0.1791 27/7 0.1672 

I 
69113 0.2491 48113 0.25611 

11/2 0.4721 7/20.49031.6463 

63/11 1.588036/11 

Nun 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

I NUlL = 1 -- - -  exp z,h (12) ~ ~ \ (1+/3)~ 

NulS 1 - - -  exp zth (13) 
~r 2 ( 1 +/3)~ 

As shown in Table 1, this ratio must be independent on the 
aspect ratio; consequently Eqs. (12) and (13)  state that the 
thermal entrance lengths must be functions of/3 in the form: 

L,h,,,, = k~(1 + /3) 2 L,,,,,s = k, (1 +/3)._..........~ z (14) 
/3~ 

The constant h~ is the same for the IL and 1S versions, since 
L,,:L = Lth:s for fl = 1. This constant has a well-defined physical 
meaning: it is the dimensionless thermal entry length for slug 
flow between infinite parallel plates (/3 = 0) heated on one side 
only. 

With analogous considerations the thermal entrance lengths 
for the 2L and 2S versions are obtained: 

L,h.2L = k2 ( 1 + ~ )  2 L,h,2S = k2 ( 1 + /3)______~2 ( 1 5 ) 

where X2 is the thermal entrance length for slug flow between 
infinite parallel plates heated on both sides. 

In order to evaluate hi and ~2, the problem of infinite parallel 
plates must be tackled. Let us consider a slug flow in a semi- 
infinite slab, in a two-dimensional system of Cartesian coordi- 
nates x, z, with z being the axial coordinate in the flow direction 
and z = 0 is the fluid inlet cross section. Considering only one 
heated side, the dimensionless fluid temperature profile T~ob: 
is the solution to the balance equation linked to its boundary 
conditions: 

02T~lab, I : 1 0Tslab,l w i t h  Tslab, l ( X ,  Z : 0 )  : 0 ,  

Ox 2 4 Oz 

O L i . b , t  .~= l 1 OTsl,,b,l 
OX = 2 '  ~XX Ix=o = 0 (16) 

Table 2 Ratio between the developing and the established Nusselt num- 
bers for any aspect ratio: 1L, IS, 2L, and 2S versions 

Zth=0.1 Zth~0.2 zth=0.3 zth=0.4 Zth=0,5 zth~0.6 Z~h=0.7 z$=0,8 zt~=0,9 Zth=l 

Nu/Nu** 2.143 1.627 1.408 1.285 1.206 1.152 1,114 1.086 1,065 L05 

If the slab has two heated sides, the temperature profile Tea,b,2 
must satisfy the same Eqs. (16) ,  but the last boundary condition, 
in the plane x = 0, becomes: 

tOTal,b,2 1 
~x Ix=o =: - 2 (17)  

According to the finite Fourier transform technique (multiplying 
each term of Eq. (16)  by cos (nTrx) and integrating over 0 <- 
x -< 1 ), the fluid temperatures are given by the series: 

Tslab, l ( X ,  Z )  = 2Z 

1 ~ ( -  1)" 
+ --,--~=l 7rz - 7  [1 - exp(-4n27r2z)]  cos (nTrx) (18) 

T~u,b,2(X, Z) = 2Z 

+ --Trz ,=2,~w, ~'S [1 -- exp(--4n27r2z)] cos (nTrx) (19) 

The developing Nusselt numbers are determined through Eq. 
(8)  and the fully established Nusselt numbers are calculated in 
the limit of z --' co; their ratio reads: 

Nu~,.b,l(Z) I 1 _  6 ~ e x p ( - 4 n 2 7 r 2 z ) ] - '  (20) 
NU~,,b,, = ~ ,,=," n -'~ J 

Nus~ah.2(Z) I1  24 ~ exp(--4n27r2z)]-I  
NUll,b,2 - ~5 ~-~ j (21) 

n=2,even 

14 

13 

12 

11 

10 

9 

8 

7 t 

6 ,  

0.001 

Nu 

I 

- -  Equation (8) 

• Hartnett a n d  K o s t i c ,  1989 
i = i , , , , , ]  , 

0.01 z (1/Gz) 

>4, 
0.1 

Fig. 1 Developing Nusselt number as a function of the Graetz number 
for a square duct (4 version) 
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These developing Nusselt numbers in the slab geometry show 
a perfect agreement with the analogous results quoted in the 
graph at p. 292 of Hartnett and Kostic (1989). Finally, resorting 
to their definition, the thermal entrance lengths are easily numer- 
ically obtained with a precision up to the fifth digit: hi = 
0.064515 and k2 = k l / 4 = 0.016129. The thermal entry lengths, 
Eqs. (14) and (15), for rectangular ducts in H2 condition ( IL, 
IS, 2L, and 2S versions) are so completely specified. 
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M e a s u r e m e n t  o f  C o n v e c t i v e  H e a t  
Transfer Using Hot Film Sensors: 
Correction for Sensor Overheat 

J. W. Scholten i and D. B. Murray ~ 

Nomenclature 
k = fluid thermal conductivity, W/mK 

qconv = 
qsensor 

qshear = 
T =  

Tam b --~ 

Zoverh = 

Tsensor = 

Zsurf = 
Ty+ = 

Ty +,unh : 
y = 

y +  = 

convective heat flux, W/m 2 
heat flux from the sensor, W/m e 
heat flux for shear stress conditions, W/m 2 
temperature, K 
ambient temperature, K 
temperature difference between surface and 
sensor, K 
sensor temperature, K 
surface temperature, K 
air temperature at distance y +, K 
temperature at y ÷ for shear stress conditions, K 
coordinate perpendicular to the surface, m 
small distance above the surface, m 

Introduction 
The need for an improved understanding of convective heat 

transfer in applications involving turbulent flows has led to the 
use of hot film sensors for time-resolved measurements of local 
heat flux (Schultz and Jones, 1973; Beasley and Figliola, 1988). 
For cylinders in crossflow, Rosiczkowski & Hollworth ( 1991 ) 
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used a hot film sensor maintained at a constant surface tempera- 
ture to measure time varying heat flux on the surface of an 
oscillating cylinder in crossflow. In all cases, it is necessary to 
modify the measured heat flux to account for conduction be- 
tween the heated metallic film and the sensor substrate, as de- 
scribed by Beasley and Figliola (1988). Problems with the use 
of hot and cold film sensors in stagnation regions, and where 
surface temperature discontinuities exist, have also been identi- 
fied by van Heiningen et al. (1976). In addition, a recent study 
by Scholten & Murray (1995) of time-resolved heat transfer 
on the surface of a cylinder in crossflow has shown that errors 
arise in determining time-averaged Nusselt numbers from heat 
flux measurements obtained with a hot film sensor. These errors 
have been found to be directly linked to the degree of overheat- 
ing of the hot film sensor; however, Moen and Schneider (1994) 
have found that low overheating leads to reduced sensor sensi- 
tivity. Thus, it is not possible to eliminate the measurement 
error by operating the hot film sensor with a negligible degree 
of overheat. 

The present paper analyzes the error in time-averaged heat 
flux arising from sensor overheat and describes a method that 
can be used to correct for this problem. 

Analysis of Overheat Correction 
Figure 1 displays a hot film sensor mounted on a heated 

surface for the purpose of measuring convective heat flux. As 
mentioned above a certain degree of sensor overheating is 
needed in order to achieve high sensitivity. The error in heat 
flux measurement encountered by Scholten and Murray (1995), 
for nominally uniform wall temperature conditions, is a conse- 
quence of the surface temperature discontinuity induced by this 
sensor overheating. 

For convective heat transfer, the heat flux from the sensor 
can be represented by one-dimensional conduction at the wall 
as: 

O T  (1) 
qsensor = - k  ~y o 

where Tis the fluid temperature, k is the fluid thermal conductiv- 
ity, and y represents the coordinate direction normal to the 
surface. Introducing y ÷ as an arbitrary location close to the 
heated surface, the wall temperature gradient can be approxi- 
mated as follows: 

T~ . . . . .  - -  Zy ~ T~,,~r + To,~rh - Ty + 
q ....... = k k (2) y+ y+ 

Although the thermal boundary layer thickness varies with both 
Reynolds number and angular position on the cylinder, y ÷ al- 
ways constitutes a small fraction of the thermal boundary layer 
thickness. Tovorh represents the temperature difference between 

T 

Y,  
y~y+ 

T,~==, t=iro~) ",.,, 

........ edge of thermal boundary layer 

f" 

Fig, 1 Air temperature profile in the boundary layer above the hot film 
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These developing Nusselt numbers in the slab geometry show 
a perfect agreement with the analogous results quoted in the 
graph at p. 292 of Hartnett and Kostic (1989). Finally, resorting 
to their definition, the thermal entrance lengths are easily numer- 
ically obtained with a precision up to the fifth digit: hi = 
0.064515 and k2 = k l / 4 = 0.016129. The thermal entry lengths, 
Eqs. (14) and (15), for rectangular ducts in H2 condition ( IL, 
IS, 2L, and 2S versions) are so completely specified. 
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M e a s u r e m e n t  o f  C o n v e c t i v e  H e a t  
Transfer Using Hot Film Sensors: 
Correction for Sensor Overheat 

J. W. Scholten i and D. B. Murray ~ 

Nomenclature 
k = fluid thermal conductivity, W/mK 

qconv = 
qsensor 

qshear = 
T =  

Tam b --~ 

Zoverh = 

Tsensor = 

Zsurf = 
Ty+ = 

Ty +,unh : 
y = 

y +  = 

convective heat flux, W/m 2 
heat flux from the sensor, W/m e 
heat flux for shear stress conditions, W/m 2 
temperature, K 
ambient temperature, K 
temperature difference between surface and 
sensor, K 
sensor temperature, K 
surface temperature, K 
air temperature at distance y +, K 
temperature at y ÷ for shear stress conditions, K 
coordinate perpendicular to the surface, m 
small distance above the surface, m 

Introduction 
The need for an improved understanding of convective heat 

transfer in applications involving turbulent flows has led to the 
use of hot film sensors for time-resolved measurements of local 
heat flux (Schultz and Jones, 1973; Beasley and Figliola, 1988). 
For cylinders in crossflow, Rosiczkowski & Hollworth ( 1991 ) 
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used a hot film sensor maintained at a constant surface tempera- 
ture to measure time varying heat flux on the surface of an 
oscillating cylinder in crossflow. In all cases, it is necessary to 
modify the measured heat flux to account for conduction be- 
tween the heated metallic film and the sensor substrate, as de- 
scribed by Beasley and Figliola (1988). Problems with the use 
of hot and cold film sensors in stagnation regions, and where 
surface temperature discontinuities exist, have also been identi- 
fied by van Heiningen et al. (1976). In addition, a recent study 
by Scholten & Murray (1995) of time-resolved heat transfer 
on the surface of a cylinder in crossflow has shown that errors 
arise in determining time-averaged Nusselt numbers from heat 
flux measurements obtained with a hot film sensor. These errors 
have been found to be directly linked to the degree of overheat- 
ing of the hot film sensor; however, Moen and Schneider (1994) 
have found that low overheating leads to reduced sensor sensi- 
tivity. Thus, it is not possible to eliminate the measurement 
error by operating the hot film sensor with a negligible degree 
of overheat. 

The present paper analyzes the error in time-averaged heat 
flux arising from sensor overheat and describes a method that 
can be used to correct for this problem. 

Analysis of Overheat Correction 
Figure 1 displays a hot film sensor mounted on a heated 

surface for the purpose of measuring convective heat flux. As 
mentioned above a certain degree of sensor overheating is 
needed in order to achieve high sensitivity. The error in heat 
flux measurement encountered by Scholten and Murray (1995), 
for nominally uniform wall temperature conditions, is a conse- 
quence of the surface temperature discontinuity induced by this 
sensor overheating. 

For convective heat transfer, the heat flux from the sensor 
can be represented by one-dimensional conduction at the wall 
as: 

O T  (1) 
qsensor = - k  ~y o 

where Tis the fluid temperature, k is the fluid thermal conductiv- 
ity, and y represents the coordinate direction normal to the 
surface. Introducing y ÷ as an arbitrary location close to the 
heated surface, the wall temperature gradient can be approxi- 
mated as follows: 

T~ . . . . .  - -  Zy ~ T~,,~r + To,~rh - Ty + 
q ....... = k k (2) y+ y+ 

Although the thermal boundary layer thickness varies with both 
Reynolds number and angular position on the cylinder, y ÷ al- 
ways constitutes a small fraction of the thermal boundary layer 
thickness. Tovorh represents the temperature difference between 
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Fig, 1 Air temperature profile in the boundary layer above the hot film 
sensor 
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the hot film and the surface of the sensor substrate. This expres- 
sion can be split into two parts: 

T~.~r- T,+ ( To~,.. -F Ty *.unh) -- Ty+,unh 
q . . . . . . .  = k + k (3) y+ y+ 

in which Ty+.unh is the temperature at location y+ when the 
surface is not heated. It then follows that the second term on 
the right-hand side of Eq. (3) represents the heat flux from the 
thin film sensor when it is used to measure shear stress. The 
first term on the right-hand side is the convective heat flux for 
the ideal boundary condition in which the sensor is maintained 
at the same temperature as the surrounding surface. It is there- 
fore concluded that, when convective heat transfer rates are 
required for a constant-temperature boundary condition, the 
measured heat transfer rate has to be corrected for the small 
overheat temperature by means of subtracting the shear stress 
heat transfer rate: 

q¢onv 
I Tsenso ~ = 7~ur t'ace 

= q ...... • - q~ho,, (4) 
Tsen~or= Tsurfece + Tover h Tsensor = Tover , + Ta,nb 

Experimentation 
The validity of the overheat correction technique is illustrated 

by examining experimental data obtained from a 25-ram-diame- 
ter internally heated copper tube, mounted horizontally in a 
low-turbulence wind tunnel with an upstream velocity of 15 m/ 
s (corresponding to a Reynolds number of 24,000). Midway 
along the tube length, a Dantec 55R47 hot film sensor was 
mounted directly above an embedded type-T thermocouple 
j unction with the hot film itself being aligned with the axis of the 
cylinder. This gives a spatial resolution in the circumferential 
direction of 0.9 deg. 

The hot film was connected to a Dantec 55M10 standard 
bridge, which maintains the temperature of the hot film constant. 
The estimated uncertainty in the absolute temperature of the 
hot film and of the tube surface is ±0.3°C. However, the uncer- 
tainty in temperature difference between the hot film and the 
tube surface is ±0.1°C. The output from the bridge and the 
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Fig. 3 Variation in Nusselt number, with and without shear stress cor- 
rection for tests conducted with overheats of 3.3°C, 7.1°C, and 13.6°C 

surface temperature were logged into a computer through an 
A - D  board. The heat transfer rates were calculated by dividing 
the power dissipated in the hot film by its effective surface area 
( 1.5 x actual area) where the effective area is used to quantify 
lateral conduction within the substrate (Beasley and Figliola, 
1988). For the range of sensor overheat and convective heat 
transfer coefficients encountered in the present study it has been 
established, using the approach of Beasley and Figliola (1988), 
that the effective surface area is essentially constant. The contri- 
bution of radial conduction into the tube through the sensor 
substrate has been accounted for by use of the embedded type- 
T thermocouple located directly beneath the sensor. Details of 
the experimental setup have been given by Scholten and Murray 
(1995). 
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Fig. 2 Local heat transfer rates for shear stress conditions, given per 
degree temperature difference between the sensor and the ambient air 

Results and Discussion 
Figure 2 shows the measured shear stress variation around 

the tube circumference. The values given are the local heat 
transfer rates per °C temperature difference between the sensor 
and the air flow over the cylinder. Note that thin film sensors 
are unable to measure negative values and do not detect the 
expected zero shear stress at boundary layer separation. Thus, 
the correction procedure should not be applied to the results for 
the separated flow region. 

The variation in Nusselt number with and without shear stress 
correction is shown in Fig. 3 for tests conducted with overheats 
of 3.3°C, 7.1°C, and 13.6°C, with overheat defined as for Eq. 
(2). It should be noted that the two larger overheat ratios are 
used solely to confirm the validity of the correction procedure 
and would not be used under normal test conditions. The actual 
temperature difference between the hot film and the copper tube 
is as small as 0.5°C in the smallest overheat case, and this 
approaches the limit for stable sensor operating conditions, with 
a reasonable sensitivity. It is clear that the uncorrected data 
show a heat transfer maximum at around 30-40 deg whereas 
the results obtained using Eq. (4) show the characteristic pattern 
for a single tube in crossflow of a maximum at the front stagna- 
tion point. The minimum heat transfer at 85 deg corresponds 
to boundary layer separation, and it can be seen that the low 
shear stress and heat flux levels in this region mean that the 
magnitude of the Nusselt number correction is very small. 
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All tests were carried out for the same flow conditions and 
Reynolds number. It is clear that increasing the overheat ratio 
leads to an ever-increasing distortion in the measured Nusselt 
number pattern as compared with that expected for a single tube 
in crossflow. The heat transfer pattern for the highest overheat 
ratio is now closer in shape to the characteristic shear stress 
variation shown in Fig. 2. Examination of the Nusselt numbers 
obtained using Eq. (4) ,  however, indicates that the expected 
variation in heat transfer with angular position is achieved, and 
the corrected variation in time-averaged Nusselt number is con- 
sistent with the findings of van Meel (1962),  for a Reynolds 
number of 26,620. 

Conclusions 
Tests carried out with a single cylinder in crossflow have 

shown that the use of  hot film sensors for measuring time- 
averaged local heat transfer can lead to substantial errors in 
local Nusselt number. The magnitude of  the error is dependent 
on the overheat ratio, but the need for  high sensitivity means 
that it cannot be eliminated by reducing the degree of  overheat 
to a negligible value. Analysis of  the temperature discontinuities 
associated with the surface-mounted sensor has led to the devel- 
opment of a procedure for correcting for a degree of  overheat. 
Although it is possible to correct for large degrees of  overheat, 
it is preferable to operate with the smallest film-to-surface tem- 

perature difference consistent with the requirement for sensor 
sensitivity. For the present conditions, this corresponds to an 
overheat of 3.3°C. The results obtained using this correction 
have been shown to be consistent with the anticipated heat 
transfer variation for a single tube in crossfiow. Although the 
overheat correction has been applied to the crossflow case only, 
the analysis is general and could find application in many con- 
vective heat transfer problems. 
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Nomenclature 
B = width of channel (x direction) 

n t 
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Dh = 
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g 
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k 
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Ze = 
L , =  

Nu = 
p =  

P r  = 
0=  
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Re = 
ReD = 
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U = 

V = 
l) = 

width of domain (wall + channel width) 
specific heat 
hydraulic diameter 
Grashof number based on channel width = 
g / 3 q " B a / l / 2 k  

Grashof number defined with wall temperature = 
g/3(T,, - To)D~/u 2 
acceleration due to gravity 
ratio of wall or plate conductivity to fluid 
conductivity 
thermal conductivity 
length of wall (y direction) 
length of  extended domain (y direction) 
length of entire domain (y direction) 
Nusselt number, = hDh/kf 
pressure 
Prandtl number = #ct,/ky 
source heat rate 
source heat flux 
Reynolds number based on channel width = voB/u 
Reynolds number based on hydraulic diameter = 
VoDh/ l l  
temperature (dimensional) 
transverse velocity (dimensional) 
axial velocity (nondimensional) = v/vo 
axial velocity (dimensional) 

W = width of wall (x direction) 
X = non-dimensional horizontal location = x/Bt 
x = horizontal allocation (dimensional) 

x '  = alternate non-dimensional location (origin at the cold 
wall) = x /B  

Y = nondimensional vertical distance = y /L  
y = vertical location (dimensional) 
/3 = thermal expansion coefficient 
0 = nondimensional temperature = ( T -  To)kflq"B 
# = dynamic viscosity 
v = kinematic viscosity 
p = density 

Subscripts 
0 = inlet 

av = average 
c = cold surface 
D = properties based on hydraulic diameter 
f = fluid 
h = hot surface 
P = pressure 
w = wall 

Superscript 
- = average 

Introduction 
Convective heat transfer among parallel plates has important 

applications in the areas of  electronics packaging, heat ex- 
changer design, and solar energy collection. In the electronics 
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All tests were carried out for the same flow conditions and 
Reynolds number. It is clear that increasing the overheat ratio 
leads to an ever-increasing distortion in the measured Nusselt 
number pattern as compared with that expected for a single tube 
in crossflow. The heat transfer pattern for the highest overheat 
ratio is now closer in shape to the characteristic shear stress 
variation shown in Fig. 2. Examination of the Nusselt numbers 
obtained using Eq. (4) ,  however, indicates that the expected 
variation in heat transfer with angular position is achieved, and 
the corrected variation in time-averaged Nusselt number is con- 
sistent with the findings of van Meel (1962),  for a Reynolds 
number of 26,620. 

Conclusions 
Tests carried out with a single cylinder in crossflow have 

shown that the use of  hot film sensors for measuring time- 
averaged local heat transfer can lead to substantial errors in 
local Nusselt number. The magnitude of  the error is dependent 
on the overheat ratio, but the need for  high sensitivity means 
that it cannot be eliminated by reducing the degree of  overheat 
to a negligible value. Analysis of  the temperature discontinuities 
associated with the surface-mounted sensor has led to the devel- 
opment of a procedure for correcting for a degree of  overheat. 
Although it is possible to correct for large degrees of  overheat, 
it is preferable to operate with the smallest film-to-surface tem- 

perature difference consistent with the requirement for sensor 
sensitivity. For the present conditions, this corresponds to an 
overheat of 3.3°C. The results obtained using this correction 
have been shown to be consistent with the anticipated heat 
transfer variation for a single tube in crossfiow. Although the 
overheat correction has been applied to the crossflow case only, 
the analysis is general and could find application in many con- 
vective heat transfer problems. 
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industry, for instance, parallel plates with heat sources can simu- 
late the cooling passages of a series of printed circuit boards 
(PCB) with heat-generating components. As power demands 
for these electronic components continue to rise, as they have 
for the past few decades, heat dissipation issues become increas- 
ingly important. Standard methods of cooling the channels 
formed by an array of PCBs include free and forced convection, 
as well as substrate conduction. Much of the research in this 
area has focused on either free convection, where buoyancy 
forces cause fluid motion, or forced convection, where an exter- 
nal mechanism drives the fluid. Mixed or combined convection 
refers to a flow regime where both free and forced convection 
effects are comparable. The focus of the present work is steady 
laminar mixed convection between a series of vertical parallel 
plates. A detailed review of the literature on this topic has been 
previously reported (Watson, 1995; Watson et al., 1995). 

Most of the research in mixed convection has concentrated 
on single-channel geometries. However, many important appli- 
cations exist where multiple plates are aligned in an array, creat- 
ing a series of channels. In these geometries, the heat generated 
on the surface of the plates will not only be removed by convec- 
tion but will also be conducted through the walls to the adjacent 
channels. Thus, it is important to capture both heat transfer 
mechanisms. The research conducted by Kim et al. (1991) 
modeled these effects, but was limited to the free convection 
regime. There has been no research conducted to date to model 
cases of mixed convection with conjugate wall conduction in 
a series of vertical channels. The intent of this research was 
numerically to model laminar steady-state buoyancy-aided 
mixed convection between a series of vertical parallel plates, 
including wall conduction. Each plate had a planar or sheet heat 
source on one surface, which manifested itself as a line source 
when the problem was reduced to two dimensions. Cases in- 
volving buoyancy-aided flow were considered. 

M o d e l  D e v e l o p m e n t  

Figure 1 (a) illustrates the geometry considered in this study. 
A series of plates, each of the same material and thickness, are 
aligned in parallel at a constant spacing, B. The plates are 
sufficiently long in the z direction so that the problem can be 
reduced to two dimensions. This series of plates in turn creates 
a series of channels through which a fluid can flow. A uniform, 
upward-flowing velocity profile is introduced by an external 
means at each channel inlet, as seen in Fig. 1 (a). If the inlet 
velocity profile of each channel, as well as the heat input on 
each plate surface, is identical, then the resulting flow and ther- 
mal fields will also be identical. This is a repeated or cyclic 
condition, which conveniently allows the problem domain to 
be isolated in a single wall and channel, as seen in Fig. 1 (b). 
This approach is limited to the interior channels, as the channels 
on either extreme of the series are exposed to different boundary 
conditions. 

It is important to note that the computational domain pre- 
sented in Fig. 1 (b) includes a region that extends well beyond 
the top of the plates. The inclusion of this region is necessary 
for the following reasons. First, it enables the capture of heat 
transfer to the fluid out of the top of the plate. Second, if the 
governing parameters are such that flow recirculation in the 
channel might be present, then the extended region is critical 
to model this phenomenon accurately. 

Also, the extended region allows for the study of how the 
wake behind each plate is affected by the heating parameter. In 
previous studies, which predominantly considered flow in a 
single vertical channel, the assumption was made that the flow 
field was parabolic at the channel exit and natural boundary 
conditions were imposed. Thus, the "end effects" mentioned 
above have not been studied by previous investigators. 

Consideration is given to steady-state laminar buoyancy- 
aided mixed convection flow of air in a channel, as shown in 
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Fig, l lb l  Computational model 

Fig. 1 Model 

Fig. 1 (b). Thermophysical properties of air and solid are as- 
sumed to remain constant. However, the Boussinesq approxima- 
tion was invoked to confine the density variation of air to the 
axial momentum equation. Based on these simplifying assump- 
tions, the governing equations can be: 

Continuity: 

Ou Ov 
- - + - - = 0  (1) 
Ox Oy 

Transverse Momentum: 

p us + Oxl+Ty (2) 

Axial Momentum: 

P u0s+ Ox) 

+ ~y # + g /3 (T-  To) (3) 

Energy: 

pc,, us;+  k (4) 

Note that the energy equation, Eq. (4), is valid for a fluid 
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where heat can be transported by convection and diffusion or o.3 
a solid where only diffusion is present. In the latter case the u 
and v velocities are zero, reducing Eq. (4) to the heat diffusion 
equation. Thus Eqs. ( l ) -  (4) form a set of coupled, nonlinear 0.2 
partial differential equations with u, v, P, and T as unknowns. 
The nonlinear nature of these equations precludes the possibility 
of obtaining a closed-form solution and thus a numerical proce- 
dure is pursued. 0.] 

Boundary Conditions. Figure l (b )  shows the computa- 
tional domain. In solving for the velocity field, the solid plate , (nvs) 0 
is not included in the computational domain. At the solid-fluid 
interface, no-slip conditions are imposed for the velocities. In 
the extended domain region, the repeated condition u(0, y) = 
u(B,, y) and v(0, y) = v(B,, y) were imposed. The fluid was 0 
assumed to enter the channel with a uniform velocity Vo. At 
the outlet, the natural conditions were imposed. For the tempera- 
ture field in the transverse direction, repeated conditions T(0, 0 
y) = T(Bt, y) and "heat flux continuity" were imposed. The 
fluid entered the channel with a uniform temperature To. The 
bottom surface of the plate was in thermodynamic equilibrium 0 
with the fluid. Accordingly, the temperature along the bottom 0 
surface of the plate was fixed at To. An alternative boundary 
condition is to treat the bottom surface of the plate as adiabatic. 
A constant-temperature condition along the bottom surface will 

F i g .  2 l a )  
act as a heat sink and will significantly impact the temperature tiona 
field in the solid and fluid regions. Appropriate thermal conduc- 
tivities were used in the solid and fluid. At the solid-fluid 0 
interface, the thermal conductivity is represented as the 2o 
weighted harmonic mean of the solid and fluid conductivities. 
At the outlet boundary the natural condition was used. The 
energy equation requires one additional boundary condition, le 
This condition is obtained by applying heat flux continuity at 
the hot surface as follows: 

N U D , y  10 

q" -kw oO: (o+ y ) kf O~yT (o_ y ) = - -  + ( 5 )  

Equation (5) states that the heat supplied by the planar source 
is diffused away at the interface by conduction through the wall 
and the fluid. The reason that the heat transfer mechanism for 
the fluid is only diffusion is that, at the wall, the fluid's velocity 
is zero due to the no-slip condition. 

Solution Technique. The set of governing equations with 
associated boundary conditions was solved by using a finite 
volume technique. Velocity and pressure fields were stored at 
staggered locations. The convection and diffusion terms were 
linked by the Power Law. The pressure and velocity equations 
were linked by the SIMPLER algorithm (Patankar, 1980). A 
set of discretization equations was solved by the line-by-line 
procedure, which is a combination of the tridiagonal matrix 
algorithm (TDMA) and the Gauss-Seidel technique. However, 
due to the repeated conditions in the transverse direction, the 
cyclic tridiagonal matrix algorithm (CTDMA) was used to 
sweep in the streamwise direction. Strong underrelaxation fac- 
tors (0.3-0.4) were required to ensure convergence, especially 
for cases with higher heat fluxes. Convergence for the velocity 
field was declared when the total mass residue was less than 1 
× 10-6. The temperature field converged when the temperature 
difference between iterations for all nodes was less than 1 × 
10 5 for thermal conductivity ratios (K) of 0.1 to 10. For cases 
involving K = 100, a convergence criterion of 1 × 10 -6 ensured 
an overall energy balance within 0.25 percent. This is the reason 
for using different convergence criteria for K = 0.1 - 10 and 
K = 100. Details can be found elsewhere (Watson, 1995). 

Validation and Grid Independence 
When conducting a numerical study, it is desirable to com- 

pare computational results with experimental data as a means 
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F i g .  2 V a l i d a t i o n  

of validating the accuracy of the code. Baek et al. (1990) con- 
ducted experimental tests for mixed convection in a single verti- 
cal channel with uniform but asymmetric wall temperatures. 
Figure 2(a)  shows velocity profiles at four streamwise locations 
for Re = 305 and Gr* = 22,500. The experimental results show 
that the flow is progressively accelerated near the hot wall and 
the numerical results from this study are in good agreement 
with the experimental data. Another means of validation was 
to examine the limiting case of fully developed forced convec- 
tion (Gr/Re = 0) between parallel plates, since theoretical solu- 
tions are available. The cases of symmetric UHF heating and 
asymmetric UHF heating, where one wall was at UHF and 
the other was adiabatic, were considered. For both cases the 
numerical results for the fully developed NUD converged to the 
theoretical solutions, which are 8.235 for the symmetric UHF 
case and 5.385 for the asymmetric UHF case (Kays and Craw- 
ford, 1993). One further validation effort was to compare the 
numerical results from the mixed convection work of Aung and 
Worku (1987) with numerical results from this study. Such a 
comparison showed an excellent agreement (Watson, 1995). 

Another important consideration in a numerical study is en- 
suring that the results obtained are independent of the computa- 
tional grid. In this investigation a grid independence study was 
conducted to establish the proper grid size. Results are presented 
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for the case of Gr/Re = 1500, K = 0.1, and W/B = 0.2, since 
this had the largest velocity and temperature gradients and thus 
was the most stringent test of grid independence. The number 
of grid points in the computational domain was increased from 
a coarse grid of 11 × 22 until the results for the local Nusselt 
number and friction factor remained unchanged. Figure 2(b) 
shows local Nusselt number distributions along the hot and cold 
surfaces for grid sizes of 103 × 191 and 123 x 227. The two 
sets of results are virtually identical, but to differentiate the 
results the right axis scale is shifted slightly upward; thus the 
grid employed in this study was 103 x 191. 

Results and Discussion 
In this section the governing independent parameters are 

identified and representative velocity and temperature profiles 
are presented. The maximum interface temperature and heat 
flux distributions are discussed. A more detailed discussion of 
results can be found in Watson (1995) and Watson et al. 
(1995). 

Independent Parameters. After defining the model equa- 
tions and boundary conditions, it is necessary to identify the 
independent parameters that need to be varied to conduct a 
complete study of the specified problem. These parameters are 
the ratio of Grashof number to Reynolds number (Gr/Re), the 
ratio of plate thermal conductivity to fluid thermal conductivity 
(K), the ratio of plate thickness to channel width (W/B), the 
channel length to channel width ratio (L/B), and the fluid 
Prandtl number (Pr). For this study, two of the independent 
parameters, Pr and L/B, remained constant. The Prandtl number 
was chosen to be approximately that of air at moderate tempera- 
tures (Pr = 0.71). To begin with, the L/B ratio was fixed at 
16, which provided a channel long enough to extend beyond 
the initial inertially dominated inlet region of the flow. How- 
ever, the L/B ratio was varied from 4 to 16 to examine its 
effect on fluid friction factor and average Nusselt number. A 
parametric study was conducted by varying the other three inde- 
pendent parameters. The buoyancy parameter, Gr/Re, ranged 
from 0 to 1500. Note that the present analysis is valid for steady 
two-dimensional laminar flows. Gau et al. (1991) noticed un- 
steady turbulent flow downstream of a recirculation pocket in 
a buoyancy-assisted flow in a single channel for Gr/Re = 8250. 
The Gr/Re values considered in this study are well below 8250 
and no recirculation pockets were noticed for the entire paramet- 
ric range considered. Therefore, the assumption of two-dimen- 
sional steady laminar flow for the range of parameters consid- 
ered in this study seems valid. A range of thermal conductivity 
ratios was chosen that was representative of common substrates 
used in electronics packaging. While substrates composed of a 
combination of epoxy-glass, copper, and ceramic laminates 
have a value of K on the order of 0.1, the effective conductivities 
can actually reach much higher values due to the varying 
amounts of materials such as copper alloys, silicon, and beryllia 
(Kim, 1993; Sathe and Joshi, 1990; Incropera, 1988). Thus, 
calculations were made for K of 0.1, 1, 10, and 100. Generally, 
the wall thickness for cooling passages is substantially less than 
the width of the channels, so W/B was chosen to be 0.1 
and 0.2. 

Velocity Profiles. At the channel inlet the velocity profile 
is constant (V = 1 ) across the width of the channel. In the case 
of pure forced convection (Gr/Re = 0), the velocity profile 
symmetrically develops to a parabolic profile, with a centerline 
value of V = 1.5, at a sufficiently large distance downstream. 
However, in the case of mixed convection, the development of 
the velocity profile is dependent on the heating conditions, with 
the hotter regions of the fluid tending to have larger upward 
velocities than the cooler portions. 

Figure 3 (a) shows transverse velocity profiles at 20 and 80 
percent of the channel length. At the upstream position (Y = 

0.2), the deviation between the profiles starts to become appar- 
ent. For K = 0.1 the plate is relatively nonconductive as com- 
pared to the fluid, which leads to a substantial temperature 
difference between the hot and cold surfaces. The effect of this 
asymmetric heating in turn affects the velocity profiles. As the 
Gr/Re increases, the profiles skew to the hotter wall where the 
fluid is flowing at a higher velocity. This effect is more pro- 
nounced at the downstream position (Y = 0.8). Note that higher 
values of Gr/Re lead to peak velocities greater than V = 1.5, 
with this peak in the profile occurring progressively closer to 
the hot wall. The reason for this increased "skewness" in the 
velocity profile is due to the manner in which the temperature 
distribution on each wall develops. Since the heating condition 
is that of a uniform heat flux, the wall temperature starts at a 
low value toward the inlet and increases in the downstream 
direction. This is due to the boundary layer being thin near the 
inlet and growing as the flow progresses downstream. A thin 
boundary layer implies that the velocity gradient at the wall is 
large, allowing a substantial amount of heat to be convected 
away and in turn keeping the wall temperature low. As the 
boundary layer thickens, the wall temperature must increase to 
maintain the same level of heat flux. This increase in fluid 
temperature near the hot wall drives the flow velocity higher 
and in turn increases the skewness of the profile. The skewness 
in the profile occurs since the channel flow rate is constant, and 
an increase in velocity in one part of the velocity profile will 
have an accompanying decrease in velocity somewhere else, 
namely near the cold wall. As K is increased, the asymmetry 
in the wall temperatures is lessened as the heat is conducted 
through the plate. The effect of increasing wall thickness ratio 
(W/B) is to increase the thermal resistance of the plate. The 
influence of wall conduction effects (K and W/B) on transverse 
velocity and axial temperature distributions is discussed in detail 
elsewhere (Watson, 1995; Watson et al., 1995). 

Temperature Profiles. Although the governing equations 
were presented using primitive variables, including T, the fol- 
lowing results are presented in terms of a nondimensional tem- 
perature, 0, which is defined as 

0 ( T -  To)kf (6) 
q"B 

The temperature at the channel inlet for the hot and cold surfaces 
is 0 = 0, which is also the boundary condition for the bottom 
surface of the plate. This Dirichlet boundary condition becomes 
important, acting as a sink, as the plate conductivity and thick- 
ness increase. In general, the axial temperature distributions for 
the hot wall, 0h, and the cold wall, 0c, start at zero and increase 
in the downstream direction as the boundary layer thickens. 
Note that Th could increase while 0h is decreasing because tem- 
perature is nondimensionalized with respect to the heat flux that 
appears in Gr. However, once 0h is known, one can very easily 
calculate Th by using Eq. (6). 

Figure 3 (b) shows the effect of the buoyancy parameter, Gr/ 
Re, on the axial temperature distribution. It can be seen that 
the effect of Gr/Re on the hot surface temperature is to decrease 
Oh as Gr/Re increases. This is because the flow skews increas- 
ingly toward the hot wall at higher heating values, as previously 
observed in Fig. 3(a) .  Since the velocity gradient at the hot 
wall increases with Gr/Re, more heat is convected away by the 
fluid, which results in decreasing 0h values. 

Interestingly, higher values of Gr/Re also decrease the cold 
surface 0 distribution, though to a lesser degree. However, this 
is due to the plate conduction, not to a change in the convective 
forces at the cold wall. Indeed, Fig. 3 (a) shows that the velocity 
gradient at the cold wall is essentially unchanged for K = 0.1, 
even though the flow skews toward the hot wall at higher Gr/ 
Re values. Thus the amount of heat that can be convected away 
from the cold wall remains essentially constant.-The decrease 
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in 0c, at higher Gr/Re values is a result of the decrease in 0h. 
Since more heat is convected away by the faster moving fluid 
near the hot wall, less heat is conducted to the cold wall, leading 
to lower values for both 0t, and 0c. 

Note that the end of the plate has an effect on the local 
temperature distributions. For nearly all combinations of the 
independent parameters, Oh and 0c decrease near the end of the 
plate. For low values of K (K = 0.1), the decrease is rather 
abrupt and close to the end of the plate. This is because the 
low conductivity suppresses axial conduction within the plate, 
so the effect of the exposed plate top is only felt at the very 
end of the plate. For high values of K (K = 100), the decrease 
in the 0 distribution is more gradual as the end effects are sensed 
further upstream, especially for W/B = 0.2 (Watson et al., 
1995). The combination of high conductivity and a thicker wall 
promote axial conduction, which flattens out the temperature 
distribution near the end of the plate. The exception to these 
trends occurs in the 0c distribution for K = 0.1 and Gr/Re = 
200. For this combination of parameters a small recirculation 
zone occurs at the top of the plate near the cold wall (Fig. 
5(a) )  in which heat transfer is into the plate, causing a slight 
increase for 0c at the end of the plate. 

An important design parameter for the electronics industry 
is the maxinmm temperature attained by a heat-generating com- 
ponent. It is the maximum temperature, as well as thermal cy- 
cling, that aid in determining the useful life of an electronic 
component• Thus, this section presents the maximum interface 
temperatures on the hot plate surface. 

The effect of the different independent parameters on temper- 
ature can be summarized by examining Fig. 4, which shows 

the maximum hot surface temperature. The effect of increasing 
the buoyancy parameter is to decrease 0h.m,x, with this effect 
being more pronounced at lower values of K and Gr/Re. This 
is due to the flow skewing toward the hotter surface at higher 
Or/Re values, which allows more heat to be convected from 
the hot surface and in turn decreases Oh .... . The effect of increas- 
ing K is to decrease 0t ...... monotonically, which is due to the 
increasing amount of heat that can be conducted away from the 
hot surface at higher values of K. The effect of W/B on Oh .... 
is dependent on K. For K < 10, the effect of increasing the 
wall thickness is to increase Oh .... because of the increased 
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thermal resistance of the wall, which results in less heat being 
conducted through the wall. This effect is diminished as Gr/Re 
increases because of the increase in convection on the hot sur- 
face at higher values of Gr/Re. For K > 10, the effect of 
increasing W/B is actually to decrease Oh .... because of the 
increased axial conduction and heat loss to the lower wall. 

The maximum interface temperature on a hot surface is of 
interest to design engineers in the field of electronic packaging. 
Therefore, a correlation based on least-squares method was de- 
veloped as: 

0h.m.x = 2.91 1 5 0 ~  Re 

The coefficient of determination (COD) for this correlation 
was 0.898. After examining several different correlations, the 
correlation given above was chosen to maximize the value of 
COD. This correlation is only valid for the range of parameters 
considered in this study and Re * 0. 

Flow Structure Downstream of Plates. Figure 5 displays 
the entire extended domain, which was set at 15 channel widths 
long (15B) tor this study. It was necessary to have the domain 
extended far enough downstream of the plate that flow could 
be considered locally parabolic and the outflow boundary condi- 
tions could be applied. Of particular importance was the need 
to ensure that the domain exit was placed downstream of any 
regions in which flow reversals would occur. However, the 
appropriate extension length was not known a priori. It is appar- 
ent from Fig. 5 that this distance is dependent on the buoyancy 
parameter and plate conductivity. Figure 5 (a) shows that for a 
low value of Gr/Re (Gr/Re = 200), the streamlines are rela- 
tively straight and parallel after a short distance from the plate 
tip. However, as the buoyancy parameter increases, a wake 
region forms that includes substantial amounts of flow reversal. 
Figure 5 shows the extended region for progressively higher 
values of Gr/Re, ranging from 200 to 1500. Figure 5 (d) shows 
that for Gr/Re = 1500, the wake region extends approximately 
10 to 12 channel widths from the exit. This implies that place- 
ment of the domain exit at a location appropriate for cases 
involving low values of Gr/Re might become unsuitable as Gr/ 
Re is increased. This effect is diminished as K is increased 
since the asymmetry in the wall temperatures is reduced, which 

in turn reduces the asymmetry of the velocity profile. It should 
be noted that no flow reversals within the channel region were 
observed for the range of parameters used in this study. 

Summary 
A numerical study was performed for laminar mixed convec- 

tion between a series of vertically aligned parallel plates with 
planar heat sources. Conjugate conduction effects were included 
that thermally coupled the adjacent channels. An extended re- 
gion above the plates was included in the computational domain 
to capture any elliptic effects that might be present. The velocity 
profiles within the channel are skewed substantially to the hot 
wall as Gr/Re increases and K decreases. The effect of increas- 
ing Gr/Re on the interface temperature distribution is to de- 
crease 0h and 0,,, though the latter is affected to a much smaller 
degree. The effect of the exposed top of the plate is to reduce 
the temperature of the channel walls near the exit of the channel, 
with this effect being felt further upstream as the wall conductiv- 
ity increases. For high values of Gr/Re (Gr/Re = 1500) and 
low values of K (K = 0.1 ), an extended wake develops behind 
the plate that includes flow reversals that are present as far as 
10 to 12 channel widths from the exit. 
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R e - e x a m i n a t i o n  of  Natura l  
Convect ion  in a Hor izonta l  Layered  
Porous  A n n u l u s  

C. P. Pan 1 and F. C. Lai2 

N o m e n c l a t u r e  

D = gap width = r2 - rl, m 
K = permeabili ty,  m:  
k = effective thermal conductivity of  porous medium, 

W / m .  K 
Nu = average Nusselt  number  = h D / k  

p = pressure, Pa 
q = constant  heat flux, W / m  2 
R = dimensionless  radial distance = r / D  
r = radial distance, m 

Rai = sublayer Rayleigh number  = K~ g/3qD2/klc~lu, 
i = 1 , 2  

Ral = Rayleigh number  based on the inner layer properties 
= Klg/3qD2/kc~ju 

T = temperature, K 
Tam = average surface temperature of  the inner cylinder, K 

U~ = dimensionless  velocity in the r direction = 
(IlR)(O¢,/O0) 

ui = Darcy velocity in the r direction = c~tUilD, m/s  
Vi = dimensionless  velocity in the 0 direction = - 0 ~ / O R  
v~ = Darcy velocity in the 0 direction = c~iV~/D, m/s  
a = thermal diffusivity of  porous medium = k/(pCp) l, 

mZ/s 
/3 = thermal expansion coefficient = ( - 1 / p ) ( O p / O T ) p ,  

K-1 

Q = dimensionless  temperature = ( T -  To) / (qD/k l )  
0 = angular coordinate 
v = kinematic  viscosity, m2/s 
0 = dimensionless  stream function 

I n t r o d u c t i o n  
Numerical  and experimental  results are available for a uni- 

form porous annulus in vertical and horizontal  positions (Cal- 

1 Graduate student, School of Aerospace and Mechanical Engineering, Univer- 
sity of Oklahoma, Norman, OK 73019. 

2 Assistant Professor, School of Aerospace and Mecllanical Engineering, Uni- 
versity of Oklahoma, Norman, OK 73019; Mere. ASME; email: lai@leo.een 
.uoknor.edu. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF ME- 
CHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division Novem- 
ber 17, 1995; revision received July 25, 1996. Keywords: Enclosure Flows, Natu- 
ral Convection, Porous Media. Associate Technical Editor: K. Vafai. 

990 / Vol. 118, NOVEMBER 1996 

tagirone, 1976; Burns and Tien, 1979; Prasad and Kulacki, 
1984).  On the other hand, a layered porous annulus, al though 
encountered frequently in engineering applications, has received 
very little attention. The results were reported only by Mu- 
ralidhar et al. (1986) .  However,  their results show little depen- 
dence on the permeabili ty contrast  that characterizes the system. 
In addition, the agreement  between their numerical  prediction 
and experimental  data was inconsistent.  The purpose of this 
study is to re-examine the problem and to resolve the discrep- 
ancy found in the previous study. To this end, a detailed numeri-  
cal analysis is performed over  a wide range of parameters (i.e., 
10 -< Ral -< 104, 10 .2 -< Ki/K2 -< 102, and 0.5 -< kl/k2 -< 2) .  
Particular attention is focused on the interfacial conditions. It 
is believed that the reported discrepancy may be due to the 
improper  implementat ion of  interfacial conditions. 

A n a l y s i s  

The geometry considered is a horizontal porous annulus com- 
prising two sublayers (Fig. 1 ). Each sublayer is assumed to be 
fully saturated and has a different permeabil i ty and thermal 
conductivity. The inner cylinder is heated by a constant  heat 
flux, q, while the outer cylinder is maintained at a uniform 
temperature To. The dimensionless  governing equations based 
on the Darcy ' s  law and Boussinesq approximation are given by 
(Lai,  1993) 

OVi + Vi 10Ui  = Rat { cos 0 0Q~ sin 0 0Q~ (1)  
OR R R O0 \ OR R O0 ] ' 

[ ( , o®, v, o®, 1 o oo,]  _°2°,1 
u, OR + R 0--0 at ~ N O R /  + R  2 0O 2 J ' (2) 

To solve the simultaneous equations defined above, a coordi- 
nate transformation (Eq. ( 3 ) )  has been used to facilitate calcula- 
tions. Al though other methods are available, this approach is 
favored because it has been successfully used in other problems 
dealing with a similar geometry (Lai, 1993; Pan and Lai, 1995 ). 

In R - In Rj 1 8 1 
x =  l n R 2 -  l n R i  2 '  Y = 2rr 2 (3)  

Thus, the governing equations in terms of stream function are 
t ransformed to 

Fig. 1 A horizontal layered porous annulus 
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R e - e x a m i n a t i o n  of  Natura l  
Convect ion  in a Hor izonta l  Layered  
Porous  A n n u l u s  

C. P. Pan 1 and F. C. Lai2 

N o m e n c l a t u r e  

D = gap width = r2 - rl, m 
K = permeabili ty,  m:  
k = effective thermal conductivity of  porous medium, 

W / m .  K 
Nu = average Nusselt  number  = h D / k  

p = pressure, Pa 
q = constant  heat flux, W / m  2 
R = dimensionless  radial distance = r / D  
r = radial distance, m 

Rai = sublayer Rayleigh number  = K~ g/3qD2/klc~lu, 
i = 1 , 2  

Ral = Rayleigh number  based on the inner layer properties 
= Klg/3qD2/kc~ju 

T = temperature, K 
Tam = average surface temperature of  the inner cylinder, K 

U~ = dimensionless  velocity in the r direction = 
(IlR)(O¢,/O0) 

ui = Darcy velocity in the r direction = c~tUilD, m/s  
Vi = dimensionless  velocity in the 0 direction = - 0 ~ / O R  
v~ = Darcy velocity in the 0 direction = c~iV~/D, m/s  
a = thermal diffusivity of  porous medium = k/(pCp) l, 

mZ/s 
/3 = thermal expansion coefficient = ( - 1 / p ) ( O p / O T ) p ,  

K-1 

Q = dimensionless  temperature = ( T -  To) / (qD/k l )  
0 = angular coordinate 
v = kinematic  viscosity, m2/s 
0 = dimensionless  stream function 

I n t r o d u c t i o n  
Numerical  and experimental  results are available for a uni- 

form porous annulus in vertical and horizontal  positions (Cal- 
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tagirone, 1976; Burns and Tien, 1979; Prasad and Kulacki, 
1984).  On the other hand, a layered porous annulus, al though 
encountered frequently in engineering applications, has received 
very little attention. The results were reported only by Mu- 
ralidhar et al. (1986) .  However,  their results show little depen- 
dence on the permeabili ty contrast  that characterizes the system. 
In addition, the agreement  between their numerical  prediction 
and experimental  data was inconsistent.  The purpose of this 
study is to re-examine the problem and to resolve the discrep- 
ancy found in the previous study. To this end, a detailed numeri-  
cal analysis is performed over  a wide range of parameters (i.e., 
10 -< Ral -< 104, 10 .2 -< Ki/K2 -< 102, and 0.5 -< kl/k2 -< 2) .  
Particular attention is focused on the interfacial conditions. It 
is believed that the reported discrepancy may be due to the 
improper  implementat ion of  interfacial conditions. 

A n a l y s i s  

The geometry considered is a horizontal porous annulus com- 
prising two sublayers (Fig. 1 ). Each sublayer is assumed to be 
fully saturated and has a different permeabil i ty and thermal 
conductivity. The inner cylinder is heated by a constant  heat 
flux, q, while the outer cylinder is maintained at a uniform 
temperature To. The dimensionless  governing equations based 
on the Darcy ' s  law and Boussinesq approximation are given by 
(Lai,  1993) 

OVi + Vi 10Ui  = Rat { cos 0 0Q~ sin 0 0Q~ (1)  
OR R R O0 \ OR R O0 ] ' 

[ ( , o®, v, o®, 1 o oo,]  _°2°,1 
u, OR + R 0--0 at ~ N O R /  + R  2 0O 2 J ' (2) 

To solve the simultaneous equations defined above, a coordi- 
nate transformation (Eq. ( 3 ) )  has been used to facilitate calcula- 
tions. Al though other methods are available, this approach is 
favored because it has been successfully used in other problems 
dealing with a similar geometry (Lai, 1993; Pan and Lai, 1995 ). 

In R - In Rj 1 8 1 
x =  l n R 2 -  l n R i  2 '  Y = 2rr 2 (3)  

Thus, the governing equations in terms of stream function are 
t ransformed to 

Fig. 1 A horizontal layered porous annulus 
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_ _  = (R, R2)'/2(-~'~ x xo 2 O2ei + y2o 02¢' -Ra, 
Ox 2 Oy 2 1,:, / 

[ o Q ( y ) o o ( y ) ]  
X x 0 - ~ - c o s  ~ 0 + 0 , ,  - y o - ~ - s i n  ~ + 0  . . . .  (4) 

(o,,oo, o,,oo,)=a rx O2o, 
xoYo Oy Ox Ox Oy al I_ °--~x2 + y~ OY 2 ' 

(5) 

where xo = l / In  (R2/Ri), Y0 = ~ ,  and 0m = 7r. 
The boundary conditions are given by 

001 (Rz/R1) ~ (RiR2) i/2, 
Ox Xo 

~1 = 0, on the inner wall (6a) 

Qz = 0, ¢2 = 0, on the outer wall (6b) 

whereas the interface conditions are expressed as 

0¢1 K~ 0¢2 
(7a) 

Ox K2 Ox ' 

G1 = 02, (7b) 

01 = 02, (7c)  

0 0 l  = a2 002 
(7d)  

Ox al O x '  

which are found from the continuity requirements for pressure, 
temperature, radial mass flow, and radial heat flux. The justifi- 
cation of these boundary conditions is given by Rana et al. 
(1979) as well as McKibbin and O'Sullivan ( 1981 ). Since both 
sublayers are saturated with the same fluid, it is important to 
note that cq/a2 = k~/k2. 

The transformed governing equations and boundary condi- 
tions are solved using a finite difference method which has been 
successfully employed by the authors (Lai, 1993; Pan and Lai, 
1995). The conditions at the interface are implemented using 
imaginary nodal points as suggested by Rana et al. (1979). 
In the previous study (Muralidhar et al., 1986), the interface 
conditions (Eqs. 7 ( a ) - 7 ( d ) )  were not specifically imple- 
mented; they were accounted for only in the "average" sense 
since an average property value was used at the interface nodes. 
Uniform grids, 51 × 121, in the transformed domain are used 
for the present study. It should be noted that further grid re- 
finement does not produce any significant improvement in the 
calculated Nusselt numbers. As an additional check on the accu- 
racy of the computational results, an overall energy balance has 
been performed after each calculation. For the present study, 
the energy balance for most calculations is satisfied within 1 
percent (only a few cases are 3 percent). To validate the numeri- 
cal code, the solutions thus obtained have been compared with 
those reported in the literature for the case of a homogeneous 
annulus by setting Ki/Kz and k~/k2 (=  c~t/c~2) to unity. The 
agreement is very good as reported in an earlier work by the 
authors (Pan and Lai, 1995). 

To examine the general trend of heat transfer across a layered 
porous annulus, the geometry is fixed in the beginning of the 
study and has a dimension of Rt = rt /D = ½ and Rz = r2/D = 
3. In addition, the layer interface has been fixed at r = (rj + 
r2)12. 

Resul ts  and Di scuss ion  

When heated at a moderate Rayleigh number, natural convec- 
tion in a homogeneous porous annulus is established in the form 

Ra t 50 500 I000 
K,/K, 

Fig. 2 Effects of permeability contrast on the 
fields of a layered barrier system(kl/k2= 1 , ~ 0  
K2 = 0.01 and 0.1, A ~  = 1 for K~/K2= 1, A ~ =  
100) 

00 

flow and temperature 
= 0.05, A ~  = 3 for KII 
0,5 for K~IK2 = 10 and 

of two primary cells. Heated fluid rises to the top along the 
inner cylinder and, when cooled, returns to the bottom along 
the outer cylinder. For a layered porous annulus, the flow and 
temperature profiles are very different from those of a homoge- 
neous one due to the step change in permeabilities (Fig. 2). 
The effect of permeability contrast can be examined by holding 
the permeability of the inner layer constant while changing the 
permeability of the outer layer. When the outer layer is more 
permeable (i.e., KflK2 < 1 ), the convective cell becomes nota- 
bly stronger when compared with that of a uniform case. Since 
less flow resistance is encountered in the outer layer, the buoy- 
ancy-induced flow is initiated at a smaller Rayleigh number. 
The outer sublayer thus acts like a convection promoter. If the 
outer layer is less permeable (i.e., K1/K2 > 1), the added flow 
resistance in the outer layer inhibits the penetration of the con- 
vective flow such that the recirculating cell is primarily confined 
to the inner layer. The outer sublayer in this case acts like a 
convection suppressor. Due to the difference in the role played 
by the inner sublayer, the heat transfer modes in these two cases 
are also distinctive. For a layered annulus with K~/K2 > 1, heat 
transfer is mainly by conduction at a small Rayleigh number, 
which is evident from the corresponding isotherms shown in 
Fig. 2. As the Rayleigh number increases, it changes gradually 
from conduction to weak convection. On the other hand, heat 
transfer is always by convection for a layered annulus with Kx/ 
K 2 < l .  

When a system is inhomogeneous in permeability, its thermo- 
physical properties are usually nonuniform. This is especially 
tree when the two sublayers are composed of materials with 
distinct thermal properties. The nonuniformity in thermal con- 
ductivity can further complicate the flow and temperature fields. 
When the inner layer is less conductive (i.e., k~/k2 < 1), the 
thermal resistance across the inner layer is greater than that of 
the outer layer. Thus, a larger temperature gradient is experi- 
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enced in the inner region. As a result, the buoyancy-induced 
flow becomes stronger in the inner region• As the conductivity 
ratio increases (ks~k2 > 1), the thermal resistance across the 
inner layer decreases while it is increased for the outer layer. 
Consequently, the strength of the convective flow in the inner 
region is reduced and it is increased for the flow in the outer 
region. With the combined effects of nonuniform permeability 
and thermal conductivity, it is observed that the temperature 
gradient (and therefore the strength of the convective flow) in 
the inner region is the largest when kl/kz = 0.5 and K1/K2 = 
0.01 while it is the smallest when kl/k2 = 2 and K1/K2 = 100. 

For the present study, the average surface temperature of the 
inner cylinder is given in terms of the Nusselt number, 

hD qD 1 
Nu (8) 

kl k l (Tlm-  To) @lm 

It is observed that the Nusselt number for a layered annulus 
of Kt/K2 < 1 is always greater than that of a homogeneous 
one, while it is constantly less for a system with K~/K2 > 1. 
When taking into account the effect of nonuniform thermal 
conductivity, it is found that the Nusselt number decreases as 
the conductivity ratio kl/k2 increases for a given Rayleigh num- 
ber. Since the average surface temperature of the inner cylinder 
is the reciprocal of the Nusselt number, this implies that the 
average surface temperature is actually increased. 

For problems involving a layered system, it is a common 
practice to use a lumped system approach (i.e., assume an effec- 
tive permeability) in the analysis. It has been shown (Mu- 
ralidhar et al., 1986; Pan and Lai, 1995) that a harmonic mean 
permeability, KH = 2K1K2/(K~ + K2), usually provides a satis- 
factory result. While this approach has greatly simplified the 
problem, there is clearly one major drawback of this approach, 
that is, it completely ignores the differences in the layer struc- 
ture. For example, one would obtain the same effective perme- 
ability for two layered annuli in which the sublayers are inter- 
changed. As a consequence, the heat transfer results of these 
two annuli would be the same if the lumped system approach 
described above were employed• This is exactly what has been 
shown in the previous study (Muralidhar et al., 1986): The heat 
transfer results are insensitive to the layer structure of the sys- 
tem. This, of course, is contradicted by the results obtained 
here. 

Experimental data on the heat transfer across a layered porous 
annulus have been reported for two cases (Muralidhar et al., 
1986): Ks~K2 = 0.22 and 4•5. In their study, experiments were 
conducted using glass beads of 3 mm and 6 mm diameter to 
comprise the two sublayers. The dimensions of the annulus 
were rj = 200 mm and r2 = 303.2 mm, which gave a radius 
ratio of R2/R~ = 1.516• It is interesting to note that a good 
agreement between the numerical and experiment results has 
been reported only for the case of Ki/K2 = 0.22• The discrep- 
ancy found in the case of K~/K2 = 4.5 was attributed to the 
non-Darcy effects (for example, viscous and channeling ef- 
fects). While non-Darcy effects may have some contributions 
to the discrepancy found, it is felt that a proper treatment of 
the interface conditions may also be a critical factor in resolving 
the problem. To verify this point, numerical calculations using 
the present approach have been repeated for the same problem 
and the heat transfer result is presented in Fig. 3 for comparison. 
Although some deviations still exist, the agreement between the 
numerical and experimental results is much improved. At this 

10 

Nu 

1 
10 

• • Experimeat result (Muralidhar et al., 1986) ] . . . .  r . . . .  i ~  " : . . . .  I 
i" "'" N urac t i c a l l ~u l t  (Muralldhar etal. ,  1986) ] i . ' i "  i " ~ ' " ~  i i i  "i~[ 
I- P~'~" , I  ~ ' "  i 

, . . . .  , , r  . . . . .  

R.a, 

Fig. 3 Comparison of heat transfer results 

point, one can conclude that further discrepancy may be due to 
the non-Darcy effects. Among several possible mechanisms 
such as flow inertia and wall effects, dispersion resulting from 
layer interface may also be an important factor (Moranville et 
al., 1977). 

Conclusions 
Heat transfer across a layered porous annulus has been exam- 

ined numerically. It is found that the interface conditions need 
to be implemented exactly to produce a better agreement with 
experimental data. While the present study has explored a fun- 
damental heat transfer problem in a layered porous annulus, the 
results obtained are useful for engineers in the design of a 
barrier system for a nuclear waste canister. From the present 
results, it is found that an ideal barrier system can be realized 
by requiring that the material used for the outer sublayer be 
less permeable and more conductive than that for the inner layer 
(i.e., K1/K2 > 1 and kj/k2 < 1). The former requirement can 
result in a better confinement for radionuclide and the latter can 
reduce the maximum temperature on the canister surface so that 
corrosion processes can be effectively controlled. 
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Heat  Transfer  by Natural  Convect ion 
Across  a Vert ical  Air Cavity of 
Large  Aspect  Ratio 

E. Shewen, 1 K. G. T. Hollands, 2 
and G. D. Raithby 2 

Nomenclature 
A = aspect ratio = H / b  
b = cavity width, m, Fig. 1 

H = cavity height, m, Fig. 1 
k = thermal conductivity, W/m 2 
g = gravitational acceleration, m/s 2 

Nu = Nusselt number = q"b /k (T j ,  - T,)  
q" = average heat flow from hot plate onto cold 

plate, W/m-' 
Ra = Rayleigh number = g/3(Th - T~.)b3/~oz 

Th, T~ = hot and cold plate temperatures, respectively, 
K 

ce = thermal diffusivity, m2/s 
/3 = expansion coefficient, K l 
u = kinematic viscosity, m2/s 

Ph, Pc, P,vg = air densities at Th, T~, and (Th + T,.)I2, 
respectively, kg/m 3 

1 Introduction 
Heat transfer by natural convection across vertical air layers 

is of practical interest, most especially in the estimation of heat 
transfer through windows. This paper provides new experimen- 
tal data, which validate and extend the range of previous data 
for such high aspect ratio cavities. A simple new correlation is 
also provided that closely fits the data of this and a previous 
study. 

The problem is defined in Fig. 1 (inset). The cavity is 
bounded by vertical parallel walls with spacing b, and by hori- 
zontal walls of spacing H. The other vertical walls, parallel to 
the plane of Fig. 1, are assumed to have an asymptotically large 
spacing. The problems of interest have large aspect ratio, A = 
H / b .  The vertical walls are isothermal, the horizontal wails 
have a linear profile from Th to T,,, and the cavity is filled with 
air. The linear endwall temperatures are appropriate if the ratio 
of conductivity of the enclosure wall to the air is large, a require- 
ment met by all solid materials (E1Sherbiny et al., 1982b). 
Assuming the temperature difference Th -- T~ is relatively mod- 
est, dimensional analysis on such a problem shows that the 
Nusselt number has the functional dependence Nu = f(Ra,  A). 

The study of this problem was begun by DeGraff and Van der 
Held (1953) and Batchelor (1954). Theoretical and numerical 
studies include those of Bergholz (1978), Raithby and Wong 
(1981), deVahl Davis and Jones (1984), Lee and Korpela 
(1983), Chenoweth and Paollucci (1985), Ramanan and Kor- 
pela (1989), Chait and Korpela (1989), Wright and Sullivan 
(1994) and Suslov and Paollucci (1995). In an experimental 
study ElSherbiny et al. (1982a, b) resolved the separate effect 
of Rayleigh number, Ra, and aspect ratio, A, and correlations 
based on these data are widely used for window design. 
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The data reported in this note were measured by a technique 
that is different from that used by E1Sherbiny et al., and there- 
fore they provide important independent corroboration of the 
previous data. In addition, the maximum Rayleigh number is 
extended by about a factor of five. At high Rayleigh numbers 
the new correlation provided in this paper is significantly more 
accurate than the previous correlation of E1Sherbiny et al. 

Apparatus and Method 
The vertical plates had height H = 750 mm, were 850 mm 

wide and 25 mm thick, and were made of aluminum. The out- 
side edges of the cavity formed between the plates were closed 
by 0.038-ram-thick aluminum foil, thermally bonded to the 
plates and covered on the outside by 25 mm of glass fiber 
insulation; this foil thickness was chosen to ensure a linear 
temperature profile between the plates. Three plate spacings, b, 
were used: 18.97, 12.48, and 6.81 ram. The aspect ratios studied 
were therefore A = 39.5, 60.1, and 110.1, which values may 
be safely rounded to 40, 60, and 110, respectively. Based on the 
flatness tolerance of the plates (_+0.013 ram) and the standard 
deviation of 12 different measurements, the experimental uncer- 
tainty of b was 0.07 ram. 

The temperature of each plate was set, and held uniform to 
within 0.1 K, by circulating water through a grid of copper 
tubes on 30 mm centers that were thermally connected to the 
back of each plate. Plate temperatures were measured using 
thermocouples embedded in each plate, whose individual read- 
ings for one plate never varied by more than 0.07 K. 

The experiments were conducted with Th = 310 K and Tc = 
296 K, which meant that fluid property variation should be 
small, the ratio (Pc - ph)/p~v~ being kept at 0.056. The Ray|eigh 
number was varied by changing the air density, in turn varied 
through the pressure. This was accomplished by locating the 
entire apparatus in a pressure vessel with an inside diameter of 
1.525 m. By varying the pressure from a very low value up to 
1.04 MPa, the Rayleigh number based on H could be varied 
from very small to about 6.5 × 10 l°. The pressure was carefully 
measured using a transducer, as described by Moore and Hol- 
lands (1992). 

ElSherbiny et al. measured the heat loss from the hot plate 
through the use of separate electrically heated plates recessed 
into the hot plate. In the present study, a different method was 
used that permitted independent measurements of both the heat 
loss from the hot plate and the heat gain by the cold plate. 
Along the vertical centerline of each plate, five 140 × 140 mm 
Peltier Heat Flux Meters (or PHFMs) were recessed into the 
aluminum plates such that the surface remained fiat. There was 
a spacing of 10 mm between adjacent PHFMs, and 5 mm be- 
tween the outside boundary and the edge of the PHFM nearest 
the boundary, so that a total of 700 mm of the total height of 
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H = 750 mm was covered. The measured heat transfer from 
the five PHFMs were averaged to obtain the average plate heat 
flux q~ and q~ on each plate. These two fluxes were averaged 
to find the average heat flux q" used in the Nusselt number Nu 
(see Nomenclature). The details of the construction and calibra- 
tion of these PHFMs are provided by Shewen (1986) and 
Shewen et al. (1989). 

The procedure and the method of data reduction (including 
the property value equations for air and the method of correcting 
for the radiative transfer) were essentially the same as those 
used by E1Sherbiny et al. (1982a). After adjusting the pressure, 
sufficient time (at least 15 minutes) was allowed for steady 
state to be established, and the measurement period itself lasted 
30 minutes, with readings being taken every 10 seconds or so 
over this period, and then averaged. An error analysis (Shewen, 
1986) indicated that the expected error in Nusselt number, Nu, 
was 1.7 percent, and the expected error in Rayleigh number 
was 3.3 percent. The expected error in aspect ratio A was less 
than 1 percent. In converting the data to Nu and Ra, property 
values were evaluated at the mean temperature, (Th + To)~2. 

Several tests were performed to check the integrity of the 
experiment. As described by Shewen et al. (1989), the integrity 
of the heat flux measurement (as well as the measurement of 
b) was validated in certain preliminary experiments. One of 
these experiments demonstrated the equality of the two heat 
fluxes qh and qc, to within experimental error, or _+ 1 percent, 
over a range of plate temperatures. In the second validation test, 
the thermal conductivity of dry air at 303 K was measured by 
measuring the average heat flux at various values of b, under 
stagnant air conditions (the plates were rotated through 90 deg 
with heating from above). The resulting value of the thermal 
conductivity agreed with the accepted literature value to within 
0.5 percent. As a validation of the Rayleigh number measure- 
ment, the apparatus was used to measure the critical Rayleigh 
number Rac of an extensive horizontal fluid layer heated form 
below, which is known to be Rac = 1708. To do this the plates 
were rotated through 90 deg, and the method of Hollands and 
Konicek (1973) was used. The results were as follows: at 
b = t9.0 mm, Rac = 1737 ± 34; at b = 12.5 mm, Rac = 
1709 ± 24. 

Results 
Figure 1 plots the present results on a separate graph of Nu 

versus Ra for each aspect ratio. Also plotted on the figure are 
the data of E1Sherbiny et al. (1982a) forA = 40 and A = 110. 
The two sets of data agree within I percent over much of the 
Ra range, although there are ranges where the differences are 
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larger. The differences rarely exceed 3 percent, which is roughly 
the sum of the experimental errors from the two experiments. 

Figure 2 compares the results at A = 40 with the numerical 
predictions of Lee and Korpela (1983), which were based on 
the Boussinesq approximation. The agreement is seen to be 
excellent and well within the uncertainty in the experimental 
data, except for the numerically obtained point at the highest 
values of Ra, i.e., at Ra = 14,000. It is opined that the low 
predicted heat transfer at this high Ra resulted from the failure 
of the computations to resolve the finest structures of the flow. 

Figure 3 plots the present results for the various aspect ratios 
merged onto a common graph. The data appear to be nearly 
independent of aspect ratio. E1Sherbiny et al. made a similar 
observation for A -> 20. A closer examination of Fig. 3 does 
reveal that there is a slight increase of Nu with A, the effect 
becoming more pronounced at high values of Ra. 

The correlation equation of E1Sherbiny et al. (1982a), which 
was intended to fit the main features of the Nu dependence on 
Ra and A, is plotted in Fig. 3. For A -> 30, there was no 
dependence on A. When the correlation is extrapolated beyond 
the range of the experimental data on which it was based (see 
the dashed portion in Fig. 3 for Ra > 2 × 105), it lies below 
the present data. Also, as pointed out by Wright (1994), the 
correlation of E1Sherbiny et al. (inadvertently) clipped the in- 
tended curve in the small region 5.5 × 103 < Ra < 1.5 × 104, 
thereby giving the dotted curve shown, instead of the intended 
solid curve. 

The following correlation equation was found to fit very 
closely the combined data of E1Sherbiny et al. and the present 
data: 

I ( 0"0665Ra1'3 ~21t'2 
Nu = 1 + 1 +(~O--~-a -a ) ' " )  _] (1) 

The equation is plotted in Fig. 4 along with the present data 
and the data of E1Sherbiny et al. for A -> 40. The equation fits 
the combined data sets within an rms deviation of 1.7 percent, 
and a maximum deviation of 5.2 percent, and it is intended for 
A --> 40, Pr ~ 0.7 (gases) and Ra < 10 6. 

Conclusions 
Previous experiments reporting Nu-Ra  data for natural con- 

vection heat transfer across a high aspect ratio (40 --< A ~ 110) 
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Fig. 4 Comparison of Eq. (1) with present data and those of ElSherbiny 
st al. (1982a) 

gas layer have been successfully corroborated and extended to 
higher Ra, raising the maximum Ra studied by a factor of about 
five. The new data at A = 40 are in excellent agreement with 
numerically obtained results for Ra -< 11,000. The data show 
a very modest effect of aspect ratio A. A new correlation equa- 
tion for cavities having aspect ratio greater or equal to 40 fits 
the data with a tolerance that is consistent with the expected 
experimental error, of about ± 1.7 percent. It is recommended 
that Eq. ( 1 ) be used in place of the earlier equation of EISher- 
biny et al. for the heat transfer across high aspect ratio cavities. 
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D i  u i o u  

The Effect of Turbulence on Solidification of 
a Binary Metal Alloy With Electromagnetic 
Stirring 1 

J. L. Lage. 2 I have read with interest the subject research 
work punished recently by the ASME JOURNAL OF HEAT 
TRANSFER. In it, two fundamental aspects caught nay attention: 
( 1 ) the inclusion of a Darcy-like term in the momentum equa- 
tion to model the viscous drag effect imposed by the solid 
dendrites to the fluid flow within the mushy zone; (2) the use 
of a x -  c turbulence model to evaluate the eddy viscosity. 

My initial comments relate to item (1) above. The momen- 
tum Eqs. (7) and (8) of are written in terms of mixture velocity 
(Bennon and Incropera, 1987). The drag effect of the solid 
phase is modeled via a Darcy-like term, that is, they treat the 
mushy zone as a porous medium and assume an isotropic rhode1 
for the drag effect of the dendrites. Visualization of dendrite 
growth shows the mushy zone to be highly anisotropic. One 
would expect this morphologic aspect to play an important role 
in the flow within this region. My question then is: To what 
degree is the anisotropic aspect of dendrite growth responsible 
for the nonaxisymmetric character of the macrosegregation pat- 
tern observed experimentally but not revealed by the numerical 
results of the laminar model assuming symmetric permeability 
(Prescott et al., 1994)? 

My most important comment, item (2) above, concerns the 
K-- e model used by the authors. Their initiative in taking turbu- 
lence effects into consideration is commendable. Their analysis, 
though, seems to be questionable in one fundamental aspect: 
The K- c equations are not built from a physical law as are the 
momentum equations (Newton's second law of motion). 
Rather, they are derived from the momentum equations via 
suitable algebraic manipulations. Therefore, the final form of 
any ~c- e equations is rigidly tied to the form of the momentum 
equation from which they are derived (e.g., the Jones and Laun- 
der, 1972, model equations are consistent only with the momen- 
tum equations from which they were derived, namely those 
used by Jones and Launder). With that in mind, one should 
immediately identify the absence, for instance, of any buoyancy 
effect on the K equation, Eq. (14), of the subject paper. In 
modeling phase change with strong convective effect, this term, 
written using Prescott and Incropera's nomenclature as ptgl3r 
(V T. e~), should be extremely important (note that e~ is intro- 
duced here as the unit vector in the z direction) as indicated by 
their numerical results in which the temperature gradient within 
the mushy zone seems very high. It is noteworthy that Prescott 

By P, J. Prescott and F. P. Incropera, published in the August 1995 issue of 
the ASME JOURNAL OF HEAT TRANSFER, Vol. 117, pp. 716-724. 

Mechanical Engineering Department, Southern Methodist University, Dallas, 
TX 75275-0337. 

and Incropera modified the original K equation, Eq. (14) into 
their Eq. (17), including the effect of the Darcy-like term of 
the momentum equation. They, however, did not recognize that 
an extra term should also be included in the e equation. Afterall 
the Darcy-like momentum term should affect both the K and the 
e equations. This extra term of the e equation has the interesting 
general property of being a depletion term for the turbulence 
dissipation rate equation (Antohe and Lage, 1996), and this 
term can counterbalance the depletion term brought about by 
the Darcy-like term into the turbulence kinetic energy equation. 
The important conclusion is that turbulence can be important 
within the mushy zone depending upon the relation of these 
two terms. 

The subject work indicates the importance of developing a 
consistent turbulence model of flow through permeable media, 
in which the effects of the extra drag terms (viscous and form) 
present in the momentum equations are taken into consideration. 
A step toward this objective has been recently taken by Antohe 
and Lage (1996). 
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Authors' Closure 
Professor Lage correctly points out that the permeability of 

a columnar dendritic structure is better characterized as aniso- 
tropic than isotropic. However, it is generally accepted that an 
agglomeration of equia×ed dendrites should be modeled with 
an isotropic permeability. Yoo and Viskanta (1992) examined 
the effects of anisotropic permeability on numerical predictions 
of double diffusive convection. It is our opinion that the advan- 
tages of using such an anisotropic model can only be reaped if 
there is access to a reliable directional permeability data base. 
Unfortunately, such data are, at best, sparse. Three-dimensional 
simulations, similar to those performed by Neilson and Incrop- 
era (1993 ) (with an isotropic permeability model) would have 
to be performed to test Professor Lage's hypothesis that aniso- 
tropic permeability contributes to the formation of three-dimen- 
sional macrosegregation patterns. 

The main thrust of Professor Lage's comments was directed 
at our use of a k -  e model to account for turbulence. Our objec- 
tive was to determine how turbulence might affect the solidifi- 
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